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Introduction



MMC Overview

MOZART Management Console(MMC) is a MOZART Server management tool. One of the
features in MMC is job scheduling which user can schedule jobs to the server to run models
developed from MOZART IDE, sending e-mails or to run certain programs. These jobs can
be triggered on a certain time or start/end of events. Other features of MMC are registering
jobs, uploading model files, history management and distribution management

Main Concept of MOZART Job Scheduling

Job Scheduling consists of three management items like Job Type, Job, and Trigger.

Job Type

Job Type is type of Job that can be executed by Job Scheduler. There are three job types
such as sending e-mails, running a program and Simple, Model, Collaboration tasks
developed through MOZART. Among these three tasks, Model and Collaboration Task
execution contents depend on target Model(check MOZART Model Overview) and
arguments so Job Type has to be specified in advance. Only Simple Task does not need to
be pre-defined because the task is not based on Model. (How to manage Job Type)

Job

Job is an execution object task configured with Job Type parameters. Jobs can only be
triggered. JobType can be configured as several Jobs that works differently according to
Argument configuration. As a summary, JobType and Job has 1 : N relationship. Job type
for sending e-mail message for instance can have multiple jobs to send e-mails if the
arguments for contact point and contents are different. (How to manage Job)

Trigger

Trigger is a set of information that defines conditions and its execution method for
executing target job. Trigger can define and create a target job and its execution condition.



Job should be registered by MMC and its Job condition can be defined in two ways such as
time-based or event-based. (How to manage Trigger)

o Time Scheduler(time-based) : Triggers job on a specific time or in a cycle.
 Condition(event-based) : Triggers job according to start/end of other trigger events.

The following figure illustrates the relationship among main concepts of job scheduling.
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MOZART Model Overview

MOZART Model is a set of Data that includes definitions about Input/Output data Schema,
Query, Data access information that are used in a logic implemented through MOZART, and
Arguments that are used for logic control. When a logic is implemented, Schema and
Arguments are used. When a logic is executed, data access information and Query are used
in order to retrieve and save data. Especially, execution needs Assembly information and
access information that includes a logic executing the corresponding Model. So a Model
includes these information. That is, executing MOZART Model requires Model file and its
execution file.

There are two methods to execute this kind of Model on MOZART Framework. The first is to
execute Model through MOZART Studio. This method is normally used when a developer
executes Model for testing during development or performs various experiments with the
same Model by changing input information. The second method is executed through
MOZART Server. This is used to apply Model execution's result to operating system
according to user scenario. The following figure illustrates Model's composition and
operating structure.
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Model Task is a default Job Type that is provided by MOZART. This has a role to execute a
target Model by entering Extended Arguments' value for configuring how to execute tasks
(execution(0) to (3)) that are executed by Model Task. MOZART Studio can run Model
similarly to a method by Model Task, but basically most Model is executed with already
created Input information so that a task to download Input data for executing a logic is
executed by a separate menu if necessary. As a result, MOZART Studio executes
execution(1) through (3) as a batch.



Job Type

Job Type is a type of job that can be performed by Job Scheduler. Job Type has Arguments
that determine the execution method. Job Type can be managed by the Edit Job Type menu
on the Job Management window. You also can select a job type when defining a Job.

The following sections are descriptions of the basic job types provided by the MOZART Job
Scheduler.

Sending e-mail (Ssendmail)

This job type is for sending an e-mail when it is executed. You should specify the sender,
recipient, subject, body and attachments in the Job Type Arguments. Furthermore, you also
configure the Outgoing Mail Server (SMTP). For administrative purposes, you may set it for
sending e-mails when certain jobs fail to run by MMC.

Executing Program (Sexec)

It starts a program or script. If you want to execute the program or script specified that the
command line arguments are used, you can set these arguments in the “Add arguments
(optional) text box”. In the “Start in (optional) text box”, you can specify a working directory
on the command line where you run the program or script. This directory should be a path
for program/script file or the file path used for the executable file. Programs that are built
into Windows and executable files made by users are all executable if a user has a
permission for accessing them.

Model Task (Smodel)

Model Task is a Job Type for executing model-based tasks developed by MOZART IDE.
The Model Task type has default arguments (see Extended Arguments) for setting the



model's behavior (see MOZART Model Overview). The most basic argument for execution
is the model information, which specifies a model in the Working Folder of the Server. The
model to be executed defines the arguments to be set for execution as internal arguments,
and these arguments should be set when defining the task.

Collaboration Task (Scola)

The Collaboration Task is a task that enables multiple tasks to collaborate with others
through communication between tasks at the time of execution. You need to select the
base model and set other models for the collaboration. (see Extended Arguments)



Job

Job is an execution object task configured with Job Type parameters. Jobs can only be
executed through Triggers. The Job Type can be set to multiple Jobs that operate
differently depending on the Arguments setting. Thus, Job Type and Job arein 1: N
relationship.

The following are used to define Job.

Basic Information

Job Name : Name of Job. Jobs are categorized by job names.
Description : Job description.

Job Type : Job Type to be executed by the Job. You can select from a predefined Job Type
(see Job Type) or user-defined Job. Job Type's Argument is changed according to the
selected Job Type. For the Model Task and Collaboration Task (see Model Overview), you
can select additional attributes. In order to execute a model-based task, a model should be
specified by default with the following additional properties according to the execution
method and collaboration method of the model.

e Model file : Path of Model file executed by Model Task. List of Model files will be
displayed when Job is mapped to Project.

o Model dil file : This designates the developed dll file to execute Job.

e Log dir: This designates a folder that saves the corresponding Job's execution log. Log
folder of Working folder is configured as base folder.

 Additional run count (Optional): This configures the number of repeatable executions
of a Job. If itis set as 0, no extra execution is triggered. If itis set as 1, the Job is
executed twice. (refer to How to configure More Run)

 Collaboration Count (Optional): The number of target jobs when the collaboration with
other jobs is required when the job is executed. For Collaboration Task, multiple Jobs
communicate and collaborate during execution. This attribute means the number of



Jobs to collaborate with. You can set the number of jobs to collaborate by this value.
(see How to configure collaboration task)

Disallow Concurrent Execution : Option whether to allow simultaneous Job execution. If
this option is enabled(checked), Same Jobs cannot be executed although Jobs are planned
to start simultaneously in several Triggers.

Arguments

Each Job Type's Arguments

Configured Job Type's Argument. Sending e-mail has Argument like Sender, Receiver,
Subject, and Main body, etc. and user-defined Job Type has Arguments that were made for
configuration when Task was developed. Pre-defined Argument(refer to Extended
Arguments) that is used in Model Task or Collaboration Task is also considered as Job
Type arguments.

Model Argument

Model Argument is an Argument defined in a Model that is configured as an execution
target Model by Model Task, Collaboration Task. Each Argument value configured in a Job
is used as default value for parameter when Trigger is created. However, if Parameter's
value is redefined in Trigger, the redefined value is reflected when the task is executed.



Trigger

Trigger is a set of information that defines the conditions for executing a target job and
how to execute it. Trigger can be created by defining a target job and conditions for
executing the job. This Job should be registered by MMC and Job condition can be defined
in two ways, time-based and event-based methods.

The followings are components that defines Trigger.

Basic Information of Trigger and Job Execution Condition
(Schedule Tab)

Trigger Name : Name of Trigger

Job Execution Condition(Settings) : Basically this condition can be configured to execute
Job repeatedly in a specific cycle from a specific time. (a criterion). Also by connecting
other Trigger's execution, user can assign a specific Trigger to be executed at the start or
the end of the connected Trigger execution or to be fired when the preceding trigger returns
True.

Additional Execution Condition(Advanced Settings) : Additional Trigger's execution
condition such Trigger priority, run-time limitaion, etc. can be configured.

Target Job
Target Job : Target Job for execution can be registered by MMC only.
Job Parameter : This is used to configure value of Parameter that decides how to execute

target job. Although Job has already been configured with a default value, this can be used
when user wants to execute Trigger with the changed value.

Failure Action



Failure Job : This is Job to be executed when Target job is failed to be executed. As same
as other jobs, only the jobs registered by MMC can be selected.

Job Parameter : This is used to configure value of Parameter that decides how to execute
Failure Job. Although Job is already configured with a default value, user can change this
value for each Trigger.

Refer to How to manage Trigger to find more details on how to register/delete Trigger.



Shortcut

Shortcut acts a medium for file exchanges among MMC and server. MMC should be able to
add/modify/delete a specific Directory and/or File as a management tool for MOZART
Server. However, not all folders can be accessed due to security and management issues.
MOZART's operating/management personnel can refer to only the path that is subordinate
to Working Directory in MOZART Server through MMC. The following figure shows the
concept of Shortcut.

Short Cut’s Concept and Operating Method
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MOZART Server operator can register Shortcuts mapped to main management folders of
the servers registered to MMC's Server Explorer. The files can be uploaded and inquired
through Shortcuts.

To see how to use Shortcut, refer to How to manage Shortcut.



Introduction of Project and Deploy
Management

Processes and policies in manufacturing plants usually do not flow consistently from the
initial stage, but keep changing over time. For responding these changes, it is essential to
update Task dll and vmodel files registered in the server. Because servers refer to these files
when executing tasks, unexpected errors may occur if the file is changed arbitrarily while
the engine is running. Even if the Job / Trigger is activated according to the scheduled time
or event and the end time can be expected, a human mistake can occur. In addition, from
the viewpoint of the server management, it is difficult to manage the history and respond to
urgent situations such as rollback unless the administrator care about the history because
servers refer to the dll and vmodel files registered in the user-specified Working Directory.

To resolve above problems, MOZART Management Console (2.0) Client and Server
products provides DeployManagement Service, which allows users to manage files on a
project basis and schedule distributions by checking whether jobs / triggers are performed.
The following descriptions are about the introduction of project management and
scheduled deployment.

* Project Management
Project is a management element that manages dll and vmodel files, the engine
execution log, and the result files of the task by mapping Job/Trigger. A project is
operated through Server's DeployManagement Service, and the information related to
project is stored in DeployManagement DB(database) file. By saving the information in
the database, the management of project is available and administrators don’t need to
manually manage the version even if the change occurs in the project. The below figure
is about the way to distribute files through projects.
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Project Management Operation Behavior

When distributing files by MMC, files are not uploaded directly to the Projects folder. When
users set up a distribution schedule for files and commit it, the information of changes and
folder (Changeset) are created. The changeset information is saved in the
DeployManagement.db file and files to be deployed are uploaded to the Changeset folder
and waiting for the deployment time. At that time, triggers are checked by communicating
between DeployManagement Service and JobScheduler. When triggers end, files stored in
the Changeset folder are uploaded to the Projects folder. The Changeset folder is created
when changes are made and it is managed by number.
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« File Distribution Scheduling
A job can have multiple triggers. If the distribution of dll and vmodel files is needed to
the job, it is difficult to distribute all the files with the consideration of the end time of
the triggers mapped to jobs by person. In addition, even if you know that all triggers are
terminated, triggers can be executed at scheduled times during file distribution and it
may cause unexpected accidents. To solve this problem, in MMC2, DeployManagement
communicates between DeployManagement and JobScheduler Service.
DeployManagement passes the list of files to be deployed to JobScheduler and
JobScheduler checks the list and returns a list of Job / Triggers that use target files.
DeployManagement asks JobScheduler to limit the execution of target triggers for file
distribution. To prevent the distribution failure, the trigger starts at the scheduled time
during the distribution process. JobScheduler restricts the execution of target triggers,
and files waiting to be deployed are uploaded from Changeset to Projects folder when
it is confirmed that target triggers are not executed in DeployManagement. After the file
distribution is complete, DeployManagement asks JobScheduler to release the target
trigger execution restriction.
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Server & Client Settings



Server & Client Setting Overview

There are 6 services that are operated by MOZART server and these can be modified
through server setting.

» Job Scheduler Service : This is server's Main Service that executes Job according to
Trigger information registered in Server.

o DeployAgent Service : This is a service to exchange files.
Transfering(upload/download) files among server and MMC is done through this
service.

o OutFile Service : This service provides MOZART Studio with list of compressed files of
MOZART JOB execution results and to download the files to the studio.

 License Service : This is a service that MOZART Server issues license automatically to
MOZART Studio used by general users (Note : Local License Service Method)

» DeployManagement Service : This service manages the changeset history of Job,
Trigger, file distribution and Project of MOZART Server.

o TriggerJob Service : It is a service to let users execute triggers from other than
MOZART Management Console. (i.e. Web application).

When MOZART server is installed, all of the services above are executed. Only Job
Scheduler is executed as an independent Instance and other services are executed in the
same instance(Server Service). Configuration in Server and client for each service, refer to
the corresponding content's pages respectively.

1. Configuring Model Download : This explains about Server and Client(MOZART Studio)
configuration methods for downloading a Model from server.

2. Configuring AutoUpdate : This explains how to update Client(MOZART Studio - Site's
specific Studio (Purchased one)).

Refer to Server Installation Manual for information of Server installation.


https://vms-docs.gitbook.io/mozart-manual-kr/v/en-us/installation/mozart_server_installation

Model Download Setting

This section explains the configuration steps to inquire and download the Job result files
executed from MOZART Server to MOZART Studio.
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Server Configuration

In order to configure Model Download in MOZART Server, the root folder that saves the
compressed Model files needs to be designated, permission granted to delete the Model
file from studio and password to delete the file needs to be set.

o Designate root folder where Download Model in Server is saved
:[Designating Root Folder] Include the following lines in MozartServiceHost.exe.config
file(located in the folder where MOZART Server is installed) to designate root folder.

1) Configure a Root that a Model executed automatically by JobScheduler is saved in
Config Section : <appSettings>

Key : app-output-dir
Configuration example:



<appSettings>

<add key="app-output-dir" value="D:\MOZARTServer\Models"/>
</appSettings>

2) Configure a Root that a Model executed manually by developer or operator is saved.

Config Section : <appSettings>
Key : web-output-dir
Configuration example:

<appSettings>
<add key="web-output-dir" value="D:\MOZARTServer\ModelsManual"/>

</appSettings>

e Configure where a Model in Server can be deleted from a client or not and set a
password if a Model is deleted.

The compressed Model file in the server can be inquired through [File>sDownload Data
From Server] menu in MOZART Studio. The file can be deleted from the client and a
password is required to delete the files. The password can be set through
MozartServiceHost.exe.config file by including the following lines. The Key and Section
could be set through here.

Config Section : <appSetting>
Key : password
Configuration example:

<appSettings>
<add key="password" value="MOZART"/>

</appSettings>

*If "'password” is not set, the compressed Model cannot be deleted from client.



Client Configuration

Client should designate a Server that Model is downloaded from and the folder for each

Model that is saved in the corresponding server. In order to configure this, first execute

000_Studio that is purchased by each site and use Tool>Options menu.
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e Select Downloads from the Tree at the left side.
« Add Download site to the list at the right side. Press [+] button at the top to add the site.
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o Name : This is a site name that is displayed in a combo box when a Model is

downloaded.



e SubDir : This is a name of a folder where Models are saved in Server. This is configured
as a relative path with respect to Model download base folder that is configured in the
Server.

e URL: Thisis a Service URL for Server that provides Model file download service. The
format is same as the example above. Input URL that is confirmed by user site's
operating team. Generally Port and IP configuration can be different. This should be
checked with the operating manager after setting the server.

o Multiple sites can be registered and the display order in Download window can be
adjusted through the arrows at the top.

o In order to modify information of the registered site, double-click or use [...] button at
the top.

e In order to delete any added object, use [-] button.

Like the above example, multiple folders in a single server can be registered or multiple
servers can be registered. After configuring like above, Model can be downloaded by using
Model search window through [File >5Download Data From Server] menu from Studio.
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When the menu is executed, a list of every registered server name is displayed in Download
Server combo box like the following figure. Then, select a Model file and press download
button in order to download a specific Model from a list of Models in the selected server.
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AutoUpdate Setting

To update the client version automatically, the update files should be compressed and

uploaded to the designated user group specified server and the client should have the

update server connection information. The client requests the server for any updates and if

the update exists the client will be updated. The update procedure is seen through the

following figure.

Client
f l -

Studio Exe

]

ap-jp.-c:-onﬁg
xml)

[ ]

File to-be-updated

Server

s
Update
check —
manitestxml
Download
update files .
]
Post —
Processing Update files

Creation of
Manifest File

A

Copy of File Distributer

to-be-updated

In a company level, there could be a server machine already existing to distribute updates.

Whether using an existing server or a new server for Auto Update, the server should have IIS

installed. The following explains how to configure Auto Update server.

[ Server Requriements ]

e NET Framework 4.0 or above

e IS (Internet Information Server) version 6 or above

[How to configure a Server]



1. Designate a folder where target files for update are saved.
2. Execute "lIS(Internet Information Service) Manager".

3. Add an Application Program Pool from [Application Program Pool -> Add Application
Program Pool] menu. Set .Net version to 4.0 (The name of application program can be
defined as you wish. EX) MOZARTUpdateServer)

4. Add an Application Program from [Site -> Default Web Site -> Add Application Program]
menu. Input value can be set as below.

e Alias : Input an alias for the application program to be registered. Alias is the name
required when a Server URI is entered in client. When Download URL value is
configured in client, an input format like "host address/[alias]/manifests.xml" is used.

« Application program pool : Add Application Program Pool by clicking [Select] that was
included from Step 3.

o Actual path : Designate a folder where target files for update is saved as explained in
Step 1.

5. Edit Mainfest through MainfestEditor. The file is located in [Update]r where MOZART
Client installed. Please refer to How to edit Manifest file, to find more details how to edit
Mainfest.

6. An xml file will be generated. Copy the generated xml file to the update target folder.
When this is done the setting on server side is completed.

The port used from Default Web Site should be opened. In general, the port number is 80

but it could be blocked according to the server setting. Error may occur when the port is
blocked so make sure to check the port setting during server configuration.

[How to configure client]

1. On the client side, AutoUpdate and Update Server can be configured through
[Tool>Options] menu in the Studio.



2. Each configuration item can be configured as below.

i "
[&j Preferences u

4 (General)
Autollpdater Auto update
Downloads

Applicationld  {3ASFT94F-D23A-484D-BT66-98581 DE01LDFD}
ex) {3ABFT4F-D23A-484D-B766-98581 DA01 DFD}

Download UrL  Pitp://192.168.1.46/studicupdate/manifests.cml
ex) http://192.168.255.255/Update/manifests. xml

Downloader BITSDownloader vl Use this downloader
Pararneters userMame=
password=

authenticationScheme=BG_AUTH_SCHEME_MTLM
targetServerType=BG_AUTH_TARGET_SERVER

Ok || Concel

» Auto update : If checked, auto update is automatically activates according to the
following input information. If not checked, auto update is deactivated.

o Application Id : Unique ID of Studio program. User should not modify this. When this is
compared with Server's manifests file, only update information for target Application is
compared.

o Download URL : Update Server's URL. The format should follow as below.

+ format: http://[SeverlP]/ [Alias of Application program used when Server is
configured]/manifests.xml

+ [ServerlP], [Alias of Application program used when Server is configured] are required
to be edited. Configure the corresponding part after checking it with Client Ul
Development/Operating organization.

» Downloader : Select a Downloader. Default is BITDownloader.

o Parameters : Parameter used for Server authentication. This part does not need to be
modified.

3. When Studio is restarted after items are configured, the following download window is
activated.




-
o Software Update

A new version of FP_StudioUpdate is available!

FP_StudicUpdate 1.0 is now available. Would you like to download it now?

Releae Notes:

FP_studic update test

[ = Skip this version ] | (£, Remind me later | |

Update

« Skip this version : Skips to check for any updates on the next start.
e Remind me later : Asks to update the version on the next start.
o Update : Download, updates the version and restarts the Studio.



Manifest Editor

Manifest Editor is an editor for creating/editing Manifest file. When MOZART Client is
installed, ManifestEditor is also installed in Updater folder subordinate to MOZART's
installation path.

1. Run ManifestEditor.exe from the folder where server execution file is located.
MainfestEditor consists of four tabs as shown below.

B Updater Manifest Toal =B %
Manifest Properties | Downloader | Application Properties | Activation Process|
Manifest Properties
Manifestld Mandatory
Title Yersion
Release Motes E
U
Included Manifests
Location
Manifest Id
MNew ] [ Open ] [ Save Validate ] [ View ] ’ Close

2. Fill in the information through Mainfest Properties Tab.

o Manifestld : This has the same ID as the distribution ID that is changed whenever a
new update file is distributed. Client discerns whether AutoUpdate should be executed
or not by comparing the corresponding Manifestld's value. New GUID can be created
through [Generate] button at the right side. It should be changed during each
distribution. (3xml document key = manifestid)

 Title : Name of the corresponding Manifest file (3¥¢xml document key = title)

e Version : Version of the distributed product. When it is distributed, update is executed
according to its rule. (3¥xml document key = version)



o Release Note : Brief notifications about the fixes in the distributed version. This is
updated according to the distributed contents. (3¥xml document key = description)

Example of Manifest file

<?xml version="1.0" encoding="utf-8"?>
<manifest xmlns:xsi="http://www.w3.0rg/2001/XMLSchema-instance" xmlns:xsd=
manifestId="{AF7A3BD5-10A1-4155-BBF8-631906D86DAE}" mandatory="False" xmln
<title>FP Studio</title>
<version>1.0.3</version>
<description>first release</description>
<application applicationId="{3A8F794F-D23A-484D-B766-98581D801DFD}">
<entryPoint file="FP_Studio.exe" parameters="" />
<location>.</location>
</application>
<files base="http://xxx.xxx.xxx.xxx/MOZARTUpdate" hashComparison='"No">
<file source="update-files.zip" transient="No" />
</files>
<activation>
<tasks>
<task type=""MOZART.AutoUpdater.ActivationProcessors.WaitForApplicati
<task type="MOZART.AutoUpdater.ActivationProcessors.ApplicationDeplo
</tasks>
</activation>
</manifest>

The above example can be found from [MOZART Client folder>Updater>Server] in
manifests.xml file.

3. Fill in the information through Application Properties tab.
This configures information of applications to be updated. The mandatory configuration
items are seen below.



@ Updater Manifest Tﬂ— E@g

| Manifest Properties | Downloader| Application Properties |Activation Proce_;s|

Application Properties Entry Point
Application 1d (-] File
Location Parameters
Files
Files URI [] Use hashing | mds -
Source Folder  E\Temp\,

Files

New | { Open ] | Save ] [ Validate | { View | Close |

Application Properties

o Applicationld : This is a GUID of main update program and uses GUID in App.config file
of the corresponding target file. Two Guid should be always configured with the same
value. (3¥xml document key = application/applicationid)

 Location : The location where the downloaded file is saved. (¥*xml document key =
application/location)

Entry Point

« File : Name of execution file. For instance, if update for FP_Studio is configured, the
name should be set as 'FP_Studio.exe'. (3¥xml document key = application/entrypoint
file)

» Parameters : Parameter configured at execution. Seperate parameter is not necessary
for Studio update.

Files

» Files URI : To set URI where downloaded files are located. In general, the path set in
local host is used for the server. (3*xml document key = files/base)
» Source Folder : A local folder where the files are stored is selected.




 Files : The section to input files to download from local folder. In normal cases, the
compressed updated file is selected. (3¢ xml document key = files/source)

4. Fill in the information through Activation Process Tab
Select the processor to be used for update. Multiple processors can be selected.

¥ ~
B Updater Manifest Taol - - - - - - . [l 28|
| Manifest Properties | Downloader | Application Properties | Activation Process
Processor Mame
Processor Type [Applic,ation D‘epl oy - Add
Processors List
ApplicatoinDeployProcessor - Mozart.AutoUpdater. ActivationProcessors.ApplicationDeployProcessor, Mozart.Autolpdater, Versio Canfigure
WaitForApplicationExitProcessor - Mezart.AuteUpdater. ActivationProcessors.WaitForApplicationExitProcessor, Mozart. AutoUpdate .
] I | »
New ] ’ Open l ’ Save ’ Validate l [ View ] l Close

Some files could not be added because they aren't under the specified Source Folder.

Enter Processor Name and select a Processor Type. Then, add the Processor by clicking
[Add] button. Processor Types can be seen below. Several processes can be registered
together. The processors for auto update of MOZART Studio is Application Deploy and Wait
For Exit. Refer to manifests.xml file that is distributed together in server installation folder.
(3%¥xml document key = activation/tasks/task)

o Application Deploy : Copies downloaded files into target folder for update. In case of
compressed file, it will decompress the file after copying is complete.

« File Copy : Copy a specific file to a specific location described in config file.

« File Delete : Delete files with a specific format in a specific location described in config
file.

» Folder Copy : Copy a specific folder to a specific location described in config file.

» Folder Delete : Delete a specific folder describe in config file.

o GAC Util : Manage GAC as described in config file using GACUHil. (i.e.
registration/delete/etc.)




Hash Validation : Compares hash code of a downloaded file described in config file
with the source file in the server.

Install Util : Manage Service through InstallUtil.

MSI : Install/delete/patch package configured in config file.

Start Application : Restart application after file is downloaded and updated.
Uncompress : Decompress a specific compressed file to a specific location described
in config file.

Wait For Exit : Close client for update and standby until update is completed.



Local License Service Concepts

Local License Service is an authentification service that is provided by MOZART Server.
When the license of MOZART Server is authentcated, the server automatically distributes
authentication keys to user PC using MOZART Studio.

Client Server

= ‘P
Executed if there is .

no License Issue record

Activation tool License Service
Studio Exe - )
Activation user ino Server License
Key Request check
License info Creation of Local A”;D#::::mﬁ;':f;'r?n Mozart Server
License File license key License Key code License info file
(Product Info)

Lice_nse_ info file

As seen above, the server providing license service should obtain MOZART Server License
in advance. Then, newly installed MOZART Studio should get a license authentification
through Activation Tool when MOZART Studio is executed without an issued license
information. At this moment, license can be issued from Local License Sever by the
following procedure.

1. If there is no license, Activation tool shall activate. Click "Next" button to proceed.



Mozart Product Adtivation Wizard @

Welcome
To continue, click Mext

This Product is not activated wet,

[ ek Cancel

2. After setting Activation Option to "Lease a license from MOZART License Server’, click
"Next" button to proceed to the next.

Mozart Product Activation Wizard =

Mozart Product Activation Option

If wou weant to request Mozart product activation code, please choose one of following options:

Request activation code by connecting Mozart License Web Service,

Request activation code by sending e-mail,

If wou want to activate your Mozart product, please choose one of the following options:

Enter the activation code that you received by e-mail,

@ Lease alicense from Mozart License Server,

Prewvious | | M et Cancel

3. Input user name and IP address of the server that has the license service.




Mozart Product Activation Wizard ==

Product Activation

Hser Mame:
HOMNGKILDOMG]

FALC Address:
0155006202

License Server (ex) "hitp:/f122,212.22,232:2000/ rnozart’,
httpe/flocalhost 3000/ mozart

Prewvious | | [+ ek Cancel

4. If the license is issued properly, the following confirmation message window should be

displayed. Otherwise, check if the server connection information is correct or if the service is
working fin

Mozart Product Adtivation Wizard @

Finish

You have successfully verified license,

» Praduct: FP Studio
o User MameHOMNGKILDOMG
= Expiration Diate: 9992-12-31

Prewvious Finizh | | Cancel




The license service is registered to Window Service when MOZART Server is installed. If
license service is activated for the first time through [Start menu->Start Server Service], it
is set to start the service automatically from the next reboot. Therefore, the administrator(or
operator) does not need to perform additional settings once the service is started.



MMC User Guide



Server Management

MMC enables the job management on multiple servers. To register the target server of
MMC, MOZART Server should be installed in the corresponding server. You can use [Add
Server Connection] button in Server Explorer to add a target MOZART Server.

Adding Server Connection
1. Click [Add Server Connection] icon( (g, ) from the Sever Explorer tool bar.

2. Type in the information to add the server connection.

B85 Edit && Connect Computer X

Input displaving unique nare:
|1EIE.1EB.1.1III |

Input the computer vou want to manage:
Server! |http:ff192.158.1.llil | Port:  [8000 App Name:

Input login infornation:
= Usger D |sa | Femember User ID

+ Password | |

Cancel

Input name : Enter the name that the console manager uses to manage target server.

Input the computer : Enter the URL of the corresponding server. The format should follow
the example shown above but, using the actual IP address.

User ID: Enter the user ID to connect to the MOZART Server. (The default administrator
account is sa.)

Password : Password: Enter the password required to access the MOZART Server. (The
initial password of sa account is "mozart".)



@ When the MOZART Server is installed for the first time, the default administrator
account and password are included in the Deployment.db file. When accessing
the database for the first time, you can access it with the default account and
password. The default administrator account / password is as follows.

e UserlID: sa
o Password : mozart

3. Click [OK] after entering all the information.

4. If a server appears with a name through Server Explorer, the server has been created
successfully and ends the server registration.

ol P B &

a gz Server Explorer
4|7y MMCZ_TEST
s Projects
[z=] Jobs
|=| Triggers
[ System Log
[ update files
g Backup
- =] Monitar
Perfarmance
» (M Shorcuts
2% Users



How to Check Server Information

You can check the detailed information of server registered in MMC Server Explorer. In
addition to the basic information such as the server name and IP address, you also can
check H/W specification of Server machine, MOZART dll version installed on Server,
WorkingDirectory and Backup, and HDD capacity status. The below explanation is about
how to access Server information in the MMC Server Explorer.

How to check server information

1. In the Server Explorer, right-click the target server for which you want to know the server
information and click [Server Information] button.

Server Explorer MMCZ2_TEST/Shortcuts

o 2| & & Stop Trigger | Auto Refi

4 g= Server Explorer

4 [ MMC2_TFeT Drag a calumnn header

) Praje Connect Senver
[ Jobs | " Edit Server Connection
= Triggy % Resume Job Scheduler
[} Syste

[ updat -y Pause Job Scheduler

g Backy % Refresh lob Scheduler Status

4 =] Monit
gy Al Show Systern Log
il Er License Inforrmation
il Fa .
s H Server Information

2. Check the server information in the Server Information dialog.



0 server Inforration ==
Cannection
Server Mame: hAMC2_TEST

Server Address: http:fflacalhost 8000, mozart

Server Specification

Pracessaor IntelR) Care(Thyi7 CPU 960 @ 3.20GHz
Total Mermory: 4GB

Q5 hlicrosoft Windows T Professional K (G4hit)

MET Framework:  4.0,30319.1

Installed Component

ame Creation Time File Wersion
{MozartServiceHost, exe { 2017-03-28 2017.1.102.0 =
Mozart.Carnrnon, i 2017-03-28 2017.1.102.0
Mozart. Cormpression,dil 2017-03-28 2017.1.108.0
Mozart.Core,dl 2017-02-28 2017.1.102.0
Mozart.Data.di 2017-03-28 2017.1.108.0
Mozart.Data,Entity, ol 2017-03-28 2017.1.108.0
Mozart.Data, Tools.dl 2017-03-28 2017.1.108.0 .
Disk
Disk Marne LIzages Ising Ratio Total (GB) Remain (GB)
E:ff Waorking Directory, DataBackup 55 43
o FabCopyBackup 72 a5
Performance
Trend | Refresh
Item Current Average Lsage Ratio
CPU 12,26 % 6.64 %
Mernory 18.83 %:(1.51 GB) 18,44 %
Trigger Count a

o Connection : This section is used to check the connection information of the target
server
o Server Name : Server name information entered when registering this server in
Server Explorer
o Server Address : The IP address information entered when registering this server
in Server Explorer
» Server Specification : Displaying H/W specification, OS and .NET Framework version
of the registered server.
« Installed Component: You can check the dll version of MOZART installed on the target
server.
 Disk : Displaying the HDD capacity information of the target server. Disk only displays
the information of HDD where WorkingDirectory and Backup are located. (Display unit:
GB)



o Performance : Displaying the current CPU and memory usage of the target server and
the number of triggers being executed.

o Trend : In addition to the current usage, you can check the CPU and Memory usage
status of the target server. When you click the Trend button, the Performance Trend
Dialog pops up.

o Refresh : Refreshing the performance information with the latest one.

How to view Performance Trend

If you click [Trend] button in the Performance area at the below part of the Server
Information Dialog, c the Performance Trend Dialog pops up. You can check the overall
server resource usage and trigger execution status for the specific period based on the
current time through the Performance Trend Dialog. The following image is an example of
MMC's Performance Trend Dialog.

%% Performance Trend = ie e
Awerage CPU Usage: 18.39% Awerage Memaory Usage: 169 GB (21.17 %) Average Trigger Count: 0.31
100 — i
TriggerZounk
Q0 7 CPU
Mermory
8 & === fyverage CPU Usage

==+ fverage Memory sage
0

5
&0

50 #

Usage (%)
unog

40 Date: 2017-04-19 PM 1:42:00
TriggerCount @ 3
CPU: 100,00 %

a0

ey 1 Memary: 48,95 %
1
10
0 o
2017-04-19 2017-04-19 2017-04-19 2017-04-19 2017-04-19 2017-04-19
13:00 13:10 13:20 13:30 13:40 13:50

e Period : Setting the period. The period can be set in hours/days and the server status
will be drawn before the entered period based on the current time.

o Average : Displays the average CPU / Memory utilization and Trigger execution count
correspondent to the configure period.



When the user sets a specific period, the server status is displayed as a graph. The dotted
line in the graph indicates the average CPU / Memory usage during the period, and the solid
line shows the actual CPU / Memory usage during the period. In addition, when you mouse
over the graph, you can see a pop-up window that allows you to check the details of the
period.
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Project Management

Project is a management element for managing vmodel file, Task dll fille management, and
update history mapped to job target / trigger. Project can distribute vmodel and dll files
based on a schedule and it is possible to manage the history by creating changes at each
distribution because of the introduction of configuration management. If Job / Trigger is
mapped to Project and changes are made in Project, it checks whether the mapped Job /
Trigger are executed and distributes files when it is not being executed by mapping

Job/Trigger to Project.

o Project Registration : Describing the process of registering a project.

» Project Modification/Deletion : Describing how to edit/delete a project that you have
added..

 File Commit and Deploy : Describing how to distribute files and folders through Project.



File Commit and Deploy

Register File

1. In Server Explorer-> Projects node, double-click the Files folder of the project for
registration or select [Open] from the right-click menu..

2. Select the files and folders to be uploaded by clicking rﬁ% - [Add] button on the top

menu. If the file is newly added, "+" is displayed next to the file. If it is deleted, "-" and if itis
changed, a check mark is displayed as shown below..

@ e r% & :;3 o @ Server Test

MHarme Last Update Time Description
JData 2017-03-27 pMm 6:32:30
| |Madel,vmodel 2017-03-27 PM £5:32:30
|| ServerTest.pdb 2017-03-27 PM 6:32:31
= | [ServerTest,dl 2017-02-27 PM 6:32:31

Top Menu Button Description

#% : Refresh button to update Deploy status of files in Files folder.

e [ :Create Folder button to create folder in Files folder.

ﬁ% - : Add button to register / change files / folders in Files folder. If you click the

arrow next to the icon, you can choose whether to upload in file or folder.

;, : Update button for changing files in Files folder. The function is the same as Add,

but when you select Update, the selected files are only searched in Explorer.

ré : Delete button to delete the selected file from the Files folder.

;} : Commit button to reflect the above Create Folder / Add / Update / Delete.

. o : Cancel button to cancel all changes in Files folder.



« {5 :View History button for viewing all past changes in the Files folder

249 History : Server Test (o= =]
Changeset Action dser Deployed Tirme  Comment
12 Deploy 53 2017-03-27 18:32
50 Deploy 53 2017-04-1111:47
51 Deploy 53 2017-04-11 12:05
52 Motscheduled 53 n001-01-01 00:00

View History Window

o Changeset : It is the changeset number of the Projects. Changesets are not managed
and created individually by Projects. (i.e. Project A : Changeset 1, Project B : Changeset
1,..). Regardless to the Projects, if commits are made from any of the Projects,
Changeset number will be increased by 1 from the previous Changeset. (i.e. Project A :
Changeset 1, Project B : Changeset 2,..)

o Action : This shows the Commit status.

o Deploy : Committed files have been deployed and saved to the server.

o NotScheduled : Files are commited and stored in the Changeset folders, but not
deployed to ther server yet. .

o Deploy > Rollback : Files are rolled back and cannot be distributed to the server due
to running Job/Trigger. This happens when commited files are trying to be
distributed when nothing is set on Related Items option in Deploy Schedule tab
while Job/Trigger is still running. An error message will be written to Comment
column when Deploy > Rollback occurs.



e User : Shows the user account that performed Commit.

o Deployed Time : The time when commited files have been deployed to the server
(Format: YYYY-MM-DD hh:mm).

o Comment : Comments left by the user during file commit.

File Commit and Deploy

[

Lsp
At this point, you can set the time to distribute the files in the Deploy tab.

1. When the file registration is completed, click the [Commit] button on the top menu.

2. When the setting is completed, click the [OK] button.

11¢ Commit Changes [E=H B ==

Project: Server Test By User: sa

Files  Deploy Schedule

Camrnent:
Update file |

Mame Directory Description
| ServerTest.pdb Sepver Test

o< ][ comeel ]

Commit Changes Dialog

e Files Tab



o Comment: It is used to create user comments on the changed point. You can

check comments in

[View History].

o Name : File name to be committed.

o Directory : Relative path information for [Project Name] in

[WorkingDirectory]/Projects/path.

o Deploy Schedule Tab

15" Commit Changes

Project: Server Test

Files = Deploy Schedule

@ Update Mow
() Update after specific time

(71 Mo schedule yet

Related Type: [Joh

Related Iterms:  (MOME)

[] Kill executing triggers

[F=8[EER ==
By User: sa
[ Ok J ’ Cancel ]

« Update Now : Start the distribution of files from the moment that you press the [OK]

button. If Related Items are specified, the relevant Job / Trigger will distribute files after

execution. If Related Items is (NONE) and related Job / Trigger is running, the file

distribution is canceled and files are rolled back

o Update after specific time : Distribute committed files to the server at the user-
specified date and time. Like Update Now, if Related Items is (NONE) and related Job /
Trigger is running, the file distribution is canceled and files are rolled back.

* No schedule yet : This option is selected when the registration / change files are

committed but not deployed to Server. No schedule yet files can be distributed to the




Server via Update Now or Update after specific time.

Related Type : Whether to check the related job or trigger is terminated when
distributing registered / changed files. If Related Type is set to Job, it checks whether
all triggers connected to the selected Job in the Related Items and proceeds to the
distribution. If set to Trigger, it checks whether the selected triggers are executed in the
Related Items and proceeds to the distribution.

Related Items : Check whether the registered Job or Trigger is selected based on the
items set in Related Type.

Kill executing triggers : If the selected Job / Trigger of Related Type / Related Items is
being executed and Kill executing triggers is checked, the job / trigger is immediately
stopped and distributes files. This option is selected if the priority of file distribution
precedes triggers.



How to Register Project

In the previous version of MOZART Management Console, users were required to create
accessible folders through Shortcut in order to upload Task model and dll files and to
access trigger results and logs. From MOZART Management Console (2.0), creating folders
to Shortcut are unnecessary. When a Project is created, Files/Logs/Result folders are
created automatically. When the Project is mapped to a Job the logs and trigger results will
automatically directed to be stored to the Logs/Results folders of the corresponding
Project. The following describes how to add Projects through MMC.

Project Registration

1. Right-click on the Server Explorer -> Projects node and select [Add Project].

Server Explorer

% & &
g2 Server Explorer
4 () MMC2TEST =]
4 [ Project . i
!I:l Coll Add Project !
[ | Files LIFz
Logs L |Fz
[7] Results LIm
4[] Fab_Planning
[ ] Files

a1

b [?
[+

2. Enter the information to Input project name and Description textbox, and click the [OK]

button to save.



'EEE Add Mewy Project B .

Input project narme:
by Project
Server folder

weorkingFolderibdy Project’,

Descriptian:

Adding new pru:ujeu:ﬂ

(0] 4 ] | Cancel

Add New Project Information

 Input project name : Name of the project to be created. A folder with Project name will
be created to Projects/Results/Logs folders within WorkingDirectory. Project name
cannot be edited after creation.

« Server folder : The project folder to be created in in [WorkingDirectory]\
{Projects/Logs/Results}\. Users cannot edit this item.

» Description : Textbox to type in description for the project to be created. The
Description section can be edited through Edit Project.



How to Edit and Delete Project

Project Modification

1. Select the Project to be edited among Projects added to Server Explorer -> Projects. Right-
click and select [Edit Project].

MMC2_TE:
200 % BE Add | Edit
4 m& Server Explorer
a | MMCZ_TEST Draqg a cal.
4 Projects Liser D
4[] CollnTaet
f Edit Project
=] Delete Project
E] esults o
a || Fab_Planning #
[] Files
E| Logs
E] Results

2. Only Description can be modified. After editing, click [OK] button to save.

Deleting Project

1. Select the Project to be deleted among Projects added to the Server Explorer -> Projects.

Right-click and select [Delete Project].

2. Click [OK] button in the Confirm popup window to delete the Project, then the Project
folder and files selected in [WorkingDirectory] \ Projects will be deleted.

= _ .
& Confirm ==

Do wouwant to delete project "Test'?

Fernove all history of project

(0] ] [ Cancel




o Remove all history of project : This option is to decide whether to delete all histories of
the selected Project. If the checkbox is enabled, files in ChangeSet folders and data in
Deploymanagement.db will removed when the Project is deleted.



Synchronizing Project Among Mozart
Servers

When creating a failover system for MOZART Server, the project, job, and the trigger of the
backup server have to be the same from what is in the operation (main) server. In other
words, the procedures and steps took to compose the main server have to be repeated from
the backup server as well to be prepared. However, when this task is done through human
resource only, this may lead to increasing the risk due to human error and longtime
consumption for preparation.

From 2019.115.000.0 version the feature to support to create the backup server for failover
is included. The functions that could be used are 1)Replicating the project, job, trigger of
the source server to the target server, 2)synchronizing the source server to the target
server in case changes are made from the source, and 3) leaving logs for the
synchronization among source and target.

How to Use

The vModel file or task DLL file can be updated to the operation server of the MOZART
Server. In this case, the updated files should be applied in case a backup server exists. By
using the synchronization function, the target(backup) server can pull from the
source(operation) server. The following explains the steps on how to use the
synchronization function.

1. Connect to the source server from the Server Explorer from MMC.

2. Next, connect to the target server from the server Explorer and then select a project to

synchronize from the source server. (Ex.SimFailover)
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File ‘ifindow  Help

Server Explorer

i @ % & &
v gg server Explorer
v |, FailoverServer

w Projects

=] SimFailove —
=7 TestProjec Edit Project
[z—] Jabs Delete Project
=] Triggers Iynchronize Project

[} Systern Log

3. Right click on the selected project and select [Synchronize Project] from the menu.

4. Click [Mapping] button from the Synchronize Project dialog to select the source
server. In normal cases, when the target project is created should replication, the source

server should be already selected.

e Source Project : Gets the list of the source server and the project to synchronize.
e Mapping Triggers : The selected job and trigger to sync, which was chosen from the
[Mappings] of the source Project .



[=]=]-}

883 Synchronize Project

Source Project:

bapping triggers :

Co

Options

@ Orvet
() Do ng
() Synch

O x

[=1=1]
ooo

0e0 ServerProjecthdapDialog

Select Zerver

|Main$ewer

Project

Zched
ETL

=-+lobs
=[] Simm

Connect

Cancel

Current Changeset:  #H# Date synchronized : #H#

Pending Changeset:  #HR Date scheduled: 8% Status:  HEEE

Synchronize

Cancel

5. Once the source server is selected, next select the project to pull from the Project

section.

6. When a project is selected, the list of the jobs and the triggers mapped to the project will
appear on the right side panel. Select the job and the trigger to pull from the source server.

Overwrite all : Overwrites the existing Job/Trigger, schedule and the arguments to the
ones from the source server.

Do not overwrite : Does not perform anything.

Synchronize all, except for checked items : Synchronize all except for the selected

arguments of the job and trigger.



[=]=-1"] . .
888 Synchronize Project

— O X

Source Project:  MainSercer@Sim happing

Mapping triggers :  Sim@Trigger_Sim

Comment:

Cptions Svnc Scheduls

(®) Overwrite all
D Do not averwrite

() synchronize all, except For checked ikems

Current Changeset:  #H#H Date synchronized : #H Cancel
Pending Changeset:  # Date scheduled: &8

Status: R

7. Once the settings for synchronization is completed, next, go to Sync Schedule tab from

the Synchronize Project dialog to set the schedule to start synchronization.



- O X

[=1-1-] . .
800 Synchronize Project

Source Project: MainZerver@Sim Mapping

Mapping triggers :  Sim@Trigger_Sim

Comment:

Cptions Svnc Schedule

(®) Update Now Related Tyvpe: Job »

Related Ikems: MIOME -
() Update after specific time ¢ )

[ kil executing triggers
() Mo schedule vet

Current Changeset:  #H#H# Date synchronized : #H Cancel

Pending Changeset:  #8H# Date scheduled:  ## Shatus: A

8. Click [Synchronize] button to synchronize from the source server.

9. Once synchronization is performed, you may check the history of the synchronization
among the source and the target server through SyncProjects nodein Server Explorer

of the target server.
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File ‘Window Help

Server Explorer 3 X LocalServer/SyncProjects X

o 2 & & Refresh | Cancel

v == Server Explorer

B Drag a column header here to group by that column
v [, LocalServer

v Projects Changeset  Project Source Project  Job Triggers Sync Time Comment
v [ failover ¥
L Files » 3 Failover MainServer@Sim Sim@Trigger_Sim 2019/03/13 19:05 :[sync)
Logs .
[7] Results
[z Jobs
%] Triggers

[ SC_ChangeSet
[ System Log
[5g Backup

(=] Monitor

2| Performance

9] Shortcuts

2 Users
o, MainServer

Changeset : The unique identification number or changeset ID of the synchronization.
Project : The name of the target project that was synchronized.

Source Project : The name of the source project.

Job Triggers : The name of the job and trigger synchronized. @ is delimiter for job and
trigger. (Ex. JobName@TriggerName)

Sync Time : The time synchronization was completed.

Comment : The user comment for the synchronization. If synchronization fails (State : Fail),
an error message will be left automatically.
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How to Use Job Scheduler

The following shows how to manage Job Type and Job and how to schedule and manage
Job execution through MOZART Management Console.

» Registering/managing Server : This explains how to register and manage MOZART
Server through MMC.

» Registering/managing Job Type : This explains how to register and manage
executable Job Types to the target Server.

» Registering/managing Job : This explains how to register a Job to the target Server
and how to monitor the Job status.

o Registering/managing Trigger : This explains how to register a Trigger and how to
monitor the Trigger status.

» Registering/managing Shortcut : This explains how to register a Shortcut and how it
could be explored through the server.



How to Manage Job Type

Job Type is a type of Job that can be executed by Job Scheduler. Job Type can be
categorized into two types. There is general type, which are sending e-mails or running
programs. The other is MOZART exclusive job types, which are Simple Task, Model Task,
Collaboration Task. These types are developed using MOZART.

The task of Model Task and Collaboration Task depends on the target Model and argument
settings. Therefore, these two job types needs to be pre-defined. In addition, general type
jobs require being pre-defined as well. Only Simple Task does not need to be pre-defined
because the task is not based on Model.

Job Type can be added, modified or deleted through [Edit Job Type] menu in Job inquiry
page.

Inquire Job Type
1. Select a target server to inquire.
2. Click [Manage Job Types] menu in Jobs node.

3. Registered job types and pre-defined job types from the system can be inquired through
Job Type Manager dialog.



- ™
ot Job Type Manager E@Iﬂ

Marne Description Category

Szendmail sends an e-mail with the configured content to the €. System

Srmodel Mozart model based task System

Sexec executing native executables in a separate process, Systermn

Scola Maozart linked model base collaboration task Systemn

[ Add J | Edit | | Delete |

@ Job Types with § indicator are job types defined by the system. These job types
cannot be edited by user.

4. If it is not System Job Type, double-click the name or press [Edit] button on the bottom of
window in order to inquire or modify the information of the job type.

Registering Job Type

1. In order to register a new Job Type, select a target server in Sever Explorer.



2. Right click on the jobs node of the target server and then click [Manage Job Types]
menu.

3. Click [Add] button on the bottom.

4. A dialog to define the job type will be opened.

5. Fill in the information through Definition tab.

r —— — — - A
Target Definition - — El;lg

—— — e S _— ——

Definition  Arguments

Category

Title

Guid 727C1D44-2559-430E-B39B-49E28170AB3E
Assermbby

Type

Configuration File

Private Path

Description

Location

File name Target 0

o Category : Define Job Type's category. User can input arbitrarily.
o Title : Define Job Type name. This is used as an information defining Job Type in ULl.
e Guid : Input GUID that can define Job Type solely. If a button at the right of Text Box is
pressed, new GUID is automatically generated.
o Assembly : This designates Assembly/Type that implements an executable ITask in
MOZART Framework.
o Press [...] button on the right side of Type Text Box to activate Select a Type
Dialog.
o Click [Load an Assembly] to select the type for the new build DLL files.
o An item that implements ITask in the selected Assembly is displayed in tree.
o Select a Job Type to be registered and click [OK] button.



o If Assembly, Type Text Box of Definition Tab are filled with the selected Type
information, selection is properly processed.

o Type : This is selected together when assembly is selected.

 Configuration File (Optional) : Config file to configure the log history type of Job type.
The config file should be copied to Working Folder in the server first to be registered.
When this is done press [...], to select the config file stored in the server.

« Private Path (Optional) : Private Path means a folder where the corresponding Job
Type's Assembly file and its related file are saved. If path is not designated, Working
folder is used. Working folder is designated when MOZART Server is installed and this
is the only folder that can be accessed by MMC.

 Description (Optional) : Description of the job type can be included in this section.

6. If all required information is added to Definition tab, move to Arguments tab to define the
arguments for the selected task.

r — - - -_ — - - A
Target Definition — _— =l
- e — el S— _ — _—
Definition = Arguments
Category MNarme Caption Type Intial Value Value Range Description
#*
Record 0 of O + 4 »

%

7. The entered value of the corresponding Argument is used to configure how Job Type is
working when Job and Trigger is registered.



Deleting Job Type

1. Select a target server in Server Explorer in order to register a new Job Type.

2. Right click on the jobs node of the target server and then click [Manage Job Types]

menu.
3. Select a Job Type to be deleted from the list.

4. Click [Delete] button to delete the job type. Please note that job type provided by the
system cannot be deleted.



Job Management

Job is a data defining how Job Type works according to which job types to be triggered and
what arguments to be used. Registered Jobs can be searched through Job View for each
Server in Server Explorer and add/delete/modify options for jobs can be used from the top
side menu. Arguments set in job is used as the default parameter value configuring the
Trigger of the job. In other words, when the value in Trigger is not changed, the job will be
executed using the parameters set in job.

e How to Register/Modify Job : This explains how to register a new job or to modify

information of the existing registered Job.
o How to Delete Job : This explains how to delete a registered job.

Register Job

1. Select a target server to inquire through Server Explorer.

2. Double-click Jobs node of the target server to activate the window to inquire jobs.

Add | Edit | Remowve | Refresh

Drag a2 colurmnn header here to group by that column

JobType Mame ConcurrentExecution | Description
¥ (]
» $model | SimpleMifg /

tmodel testmodel v
#* []

3. Click [Add] menu on the top menu bar.

4. Enter information on Basic and Parameters tab in "New Job" dialog.



5. First, enter the information in Basic tab.

o N
a2 New Job NS
Basic Parameters

You must specifv what action this task will perform.

Job name: Testlob
Description: This is test job
lob Type: ’ -

[] Disallow Concurrent Execution

Mo options for setting,

» Job Name : Name of Job. This name is used as an identifier to discern a job from
other jobs.

o Description : Job description.

» Job Type : A combo box to select the job type. There are job types based on Model
Task which are Smodel and Scola. The parameters needs to be changed according to
model type and execution option. For these reasons these job types have additional
Job setting inputs to decide the changes.



| New Job E=n Bl =
Basic | Parameters

You must specify what action this task will perform,

Job nare: Testlob
Description: This is test job
Job Type: [$mude| h

[] Disallow Concurrent Execution

Job Setting

Project : |Server Test -|
tadel file : [Mndel.vmudel v]
Model dil file : [ServerTest,d v
Configuration file [ v]

Lag dir Server Test E

Additional run count @ 0

0] 4 J | Cancel

o Project : Specify the Project that contains the Model file to be executed by the Model
Task and dll file information. When you click the drop-down list, a list of selectable
projects appears.

o Model file : Specify the model file to be executed by the Model Task in the Project. If
there are several model files in one project, only one model file in the list should be

selected.
Job Setting
Project : [Test *]
Model file : [ -]
Madel dil file : b iode!, vmode!

» Model dll file : Specify the dll file to run the model. You should upload the file to the
server in advance.



» Configuration file : The configuration file that Model refers to. User can assign the log

Key and folder of the Model execution log files through the configuration file.

o Log dir : Specify the folder where the job execution log is to be saved. By default, this is

selected in the Logs folder of the project. You can select a folder by using [...] button on

the right side when changing based on the [Working Directory / Logs] folder.

" Erowse For Folder

(= & S

= 0 WarkingDirectony
E-.. Backup

- Changesets

. lobs

Logs

-1, Backuplog

) Colla_Test

, Fab_Plarning

) Failure_Test

- L hkrmabkmaaaaaa
. HEMA_Plarining
. Hynix_Planning
. Link

<L My Project

) MyProject

| server Test

| Systermn

Test

G- ) Models

L]

m

Falder:

WorkingDirector\LogshTest

Mews Falder

o ) [ o

» Additional run count : Set a value when you want to run the same model more than

once. The default value is 0. If a value is set, Arguments are created to select the

setting file to be used for each run.

« Collaboration Count : It is displayed when a Job Type of Scola type is selected. In order

to select the Job Type to be the Collaboration target when running the Main Model,

Arguments are created to set Job Types for each run.

 Disallow Concurrent Execution : Enabling this option dose not allow MOZART Server to

execute identical Jobs simultaneously.



6. Once the Job Type is selected from Basic tab, the list of arguments that could be
configured for the corresponding job type can be seen through Parameters tab. The value
of the arguments could be added through this tab.

@ Unlike job types such as sending e-mail, running program or user specified job
types, Arguments of the Model included from Basic tab can be seen if job type is
either Model Task or Collaboration Task. Parameters that is displayed at the top
part of the following figure are Input Arguments that are separately created in
Model and extendedProperties at the bottom are Arguments that are
automatically added in order to provide options about Model's execution and
post-processing. For more information of the corresponding Argument, refer to
Extented Arguments.

Modifying Job

1. Select a target server to inquire from Server Explorer.

2. Double-click Jobs node of the target server to activate Job inquiry window.
3. Select a job to modify from the list.

4. Click [Edit] menu from the top menu bar.

5. Modify each item in the same way that is used to edit in "Registering a Job".
+ Please keep in mind that the changes made in the parameters of the job after trigger is
created will not be applied to the trigger configuration automatically.

Deleting Job

1. Select a target server to inquire from Server Explorer



2. Double-click Jobs node of the target server to activate Job inquiry window.
3. Select a job to be deleted from the list.

4. Click [Remove] menu from the top menu bar.

@ In order to delete a Job, the trigger of the job should be deleted first. If you try to
delete a job while the trigger exists, a warning message saying the job cannot be
deleted because trigger exists will be displayed.

How to configure Config file

Config file can be used to assign the location where the Model execution logs to be stored.
The following explains how to configure Config file.

1. First, create a Config file for the Model. Add the configuration through normal text
file(notepad) and save the file using ".config" file extension.

2. The following is the example. The lines should be included as xml code and a key has to
be added for <appSettings> session.

Usable Keyword

o #log-dir: Key designating a folder where Job execution log is saved.
+ How to configure : Create a folder to save the logs as absolute path or a relative path
under Working Directory/Logs folder in the server.

Example :

<?xml version="1.0" encoding="utf-8"7?>
<configuration>

<appSettings>
<add key="#log-dir" value="AModellLog"/>




</appSettings>
</configuration>

If Keyword is written like the above example, log file is created in Working
Directory/Logs/AModelLog folder.

3. Upload the configured file into a specific folder in Server. Normally it is saved in the folder
where Model file is saved.

4. When Job is configured, Config file also should be configured.

lob Zetting
Madel file: DMozartbe reeomsimozart bodel s\ SimplebAf E
kodel dll file: DvMozartservevwmsimozartJob s\ Simplebdfg.d E

Configuration file: DavbozartservervemsmozahModel S Simplehf E

Additional run count: 1

5. If the configuration is done like the figure above, Task and Persist logs for the job will be
created under the assigned folder. The log key of TSK Log file is the input value of "model-
name" Argument and if log key is not configured the default key will be "TSK".

How to Configure more run

If a Model needs to be executed several times through a single Job execution, More Run
configuration is used. For example, when a Model executes after downloading data on a
particular time and Model has to execute again with the results from the previous Model,
More Run can be used to perform this task.

This configuration can be done when Job is configured. The following shows how to
configure more run.

1. Set job type from to either Smodel or Scola from Basic tab. (More Run can be used from
these two job types).



2. Configure Additional run count that is displayed on Job Setting when Job Type is
selected. If 1 is configured, Model is executed one more time. So total number of executions

are 2.
lob Setting
Model file; Models\2015.03.24_mhmonitor\Modelvmodel | |
Model dil file J0b<\2015.03.24_hmmonitor\HMKAInputMonito .. |

Configuration file: E
Log dir Monitor E

Additional run count: 1

3. In order to configure argument that is used during additional run, move to Parameters
tab. Extended argument can be seen at the last part of extendedProperties. This argument
is used to set the parameter configuration for the additional run. Like the following figure,
configure #more-runs = 1 and #more-config-1 will be created.

o/ Mew lob =R
Parameters

#Fmodel-file On¥MozartServer iviodels WTestModelWmodel vrodel =
#Frnodel-dll

#Frnodel-config

#Fexperiment Experiment 1

#db-To-file falze

#Fdb-includes

#Fdb-excludes

#rip false

#zip FileMarmeTemplate

#rip FileMarmePost fix

#zip FileMarne

#zip. UpdateToRecent falze

#rnore-runs 1

#Frur-indesx

#more-config-1 | e 0
4 4 Record 25 of 25 v XA »




4. When [...] of #more-config-1 in the above figure is clicked, a window to write the values
for the arguments from Input Arguments included in the Model. In here you may include the
input argument values to use during more-run and modify the arguments of Extended
argument required to be changed during additional Model execution. For instance, if you do
not want to write Output Data to DB, you can deactivate #save-database option.
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#db-to-file =
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#Derrurr-rﬁnce_pruﬂling ................................ J
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Trigger Management

Trigger is Job Scheduler's managing component that is used to define execution target
(Job) and execution condition. Multiple triggers can be registered depending on the purpose
of the job. For example, if one same job has to be executed at 7:00 on every Monday and at
21:00 on every Friday, this job requires two triggers to perform these events. There are two
conditions for the trigger. A condition dependent on time is to trigger on a suggested period
or cycle and a condition dependent on event is to trigger during a specified event.

e How to register/modify a Trigger : This explains about how to register a new Trigger
and how to modify the contents of the existing Trigger.

o How to Delete a Trigger : This explains about how to delete a registered Trigger.

o How to Copy a Trigger : This explains on how to copy a registered Trigger.

Triggers Ul
This section is the description of Triggers Ul in MOZART Management Console. In the
Triggers tab, you can perform tasks such as register, edit, delete, and copy triggers. In

addition, you can check the history of registered triggers, execution log, and so on. The
below screenshot is the Ul that appears when you activate the Triggers node.

Top Menu Bar and Trigger List

This Ul is designed to register / edit / delete / search history of Trigger.

MMC2_TEST/Triggers X

Add | Edit | Remowve | Copy | Refresh  iew History

Drag a calumn header here to group by that colurnn

Marne Cateqory JobMarne Description Enabled Trigger Type  MextTime State StartTirme EndTirme -
® (]

b Colaboration - Colla_Test.Call... - v OneTime - Complete 2017-03-29 09:22:45
Faiure - Failre_Test.F... - v OneTime - Cormplete 2017-03-27 18:43:02
Fab - Fab_Planning.... - v OneTirme - Motrnal 2017-04-11 15:36:31
Dependent - Hynix_Plannin,.. - 4 Dependent. - Mormal 2017-03-22 17:07:33
Fah3 - Fah_Planning.... - v OneTime - Cormplete 2017-03-29 09:5/:33
Test - Fab_Planning.... - v OneTirme - Complete 2017-03-29 09:50:22
server test - Server Test.5... - v OneTime - Complete 2017-03-27 18:32:35
exec - exec - v OneTime - Complete 2017-03-27 18:48:48
FahCopyTest - Fah_Planning.... - v OneTime - Complete 2017-03-28 14:45:01
Test2 - Fab_Planning.... - v OneTime - Complete 2017-03-29 09:50:22

L]



e Add: This menu is used to register a Trigger.

o Edit: This menu is used to edit a Trigger registered in the Trigger list.

» Remove : This menu is used to delete a Trigger registered in the Trigger list.

e Copy : This menu is used to copy a Trigger registered in Trigger list and add it to the

list.

o Refresh : Button to refresh information such as Next Time / State / StartTime /

EndTime and Execution History of Trigger.

» View History : This menu is used to view the history of triggers registered in the Trigger
list. With View History, you can see the history that users have performed tasks.

Log Files Windows

This section is for looking up Trigger log files in \WorkingDirectory\Logs\[Project Name].
When log files are included in the search range of Search Option of Execution History, the
list of files is displayed. In the Log Files section of Triggers, the 10 most recently opened

files are displayed. To view the entire list, you can activate the Logs tab by clicking [Open

Folder].
Log Files
Open Folder
Mame Date Size Atfributes
| |task-Fabs-20170519-113345.log 2017-05-19 11:36:05 4 kb -3--
| |task-Fab6-20170519-112520.log 2017-05-19 11:27:40 4 kb -3-—-
|| task-Fab6-20170504-134719.log 2017-05-04 13:55:37 4 kb -a--
| |task-Fabb-20170504-131719.log 2017-05-04 13:25:50 4 kb -a--
| |task-Fabe-20170504-124719.log 2017-05-04 12:55:46 4 kb -3--
| |task-Fabs-20170504-121719.log 2017-05-04 12:26:14 4 kb -3--

| |task-Fab6-20170504-114719.log
D task-Fab6-20170504-093633.log
| |task-Fabb-20170502-190633.l0g
| |task-Fab6-20170502-183633.log

2017-053-04 11:55:37

2017-05-04 09:55:42
2017-05-03 02:41:13
2017-05-02 22:37:03

4 kb

13 kb

7 kb

Execution History Window

The Execution History window displays the monitoring information of the selected trigger
according to the search condition. This information can also be checked on the Monitoring




node. You can check it by the following steps.

1. Enter the number of days in Search option. The search condition displays the last N days
of information from the current time. (e.g. the last 10 days from now -> enter 10" in Search

Option)

2. Click [Query] button

Execution Histary

Search

Option: 30

Days

Cuery

Drag a column header here to group by that column

Triggertame Scheduled Start End Elapse Status Result Massage
?
+ Fab 2017-04-11 15:36:31  2017-04-11 15:39:26 00:02:35 # Complete  SUCCESS

Fab 2 f=laH 2017-03-29 09:56:33 Aborted

Fah 2017-03-28 15:10:33 | 2017-03-28 15:10:33  2017-03-28 16:03:51 00:53:18 & Complete SUCCESS

Fab 2017-03-27 19:55:20  2017-03-27 19:55:20 2017-03-27 19:58:41 00:03:21 & Complete  SUCCESS

Fab 2017-03-27 19:25:26 2017-02-27 19:25:26  2017-03-27 19:25:37 00:00:11 & Complete FAIL System. AppDomanUnloadedException: ...

Fab 2017-03-27 1::19:20  2017-03-27 19:19:20 2017-03-27 19:22:41  00:03:21 & Complete  SUCCESS

Fab 2017-03-27 15:43:25  2017-03-27 1543125 2017-03-27 15:40:08 00:02:43 & Complete  SUCCESS

Fab 2017-03-27 14:01:11  2017-03-27 14:01:11 Aborted

Fab 2017-03-27 13:48:01 2017-03-27 13:48:01 Aborted

Fah 2017-03-27 13:119:22  2017-03-27 13:19:22 Abarted

=5

Flormed 4 —E 4R

MAF M2 97 1201 TED
[T

SMAT 0T T AT T e
a

P

@ Triggers' Execution History is displayed by paging, and initially displays items in

10 units according to window size. The user scrolls down in increments of 10.

Trigger Execution Log Window

In the Trigger Execution window, you can check the execution time of the Trigger selected in

the Execution History window step by step. For more information, please check Monitoring.

Trigger Execution Log

Lrtion Ctart End Elapse

b PERSIST_IM 2017-03-28 15110054 2017-03-28 15:12:28 00:02:34
EMGIME_RLIM 2017-03-28 15:13:30  2017-03-28 15:43:26  00:29:56
PERSIST _OUT 2017-03-28 154422 2017-03-28 15:44:32  00:00:10



Adding Trigger

1. Select a target Server where Trigger is registered in Server Explorer.

2. Double-click on Triggers node to open trigger page.

3. Click [Add] from the top menu bar.

4. Enter information for Schedule, Target Job, Failure Action Tab on New Trigger dialog.

5. Enter information of Schedule Tab.

H58 Edit Trigger

Schedule  Target Job  Failure Action

Trigger name: Testtrigger

Category:

Description:

Settings

® One Time Start:  |12/18/2014

[~ | |aM 10:27:01

= Set to now

) simple [ Expire: 12/18/2014
O Daily

O Weekly

O Monthly
() Dependent

Advanced Settings

[ Priority:
[] stop task if it runs longer than:

Enabled
[] Trace

Schedule Mow

AM 10:27:01

03

00:00:00

L3

[] Retry Interval:

Retry Count:

0K,

00:00:00

0z

Cancel

o Trigger name : Name of the trigger.

» Settings : Set trigger condition.

o One Time : Trigger the job once at its starting time.




o Expire Configuration : If Expire check box is checked, Trigger is executed until the
configured Expire time.

o Simple : Number and cycle of repetitions can be configured. Repeat cycles can be
set from second to a day. If repeat count is set the event occurs on the condition
set on Recur every.

Settings
) Cne Time Start: 3262015 [ 10:2m0lam 2
@ Simple [ |iExpire:: 3262015 10:27:01 &M
() Daily
(7 Weekly
: |"-"|I:Il'lth|':." Recur ENE P 0,00:00:00 | jntereals
() Dependent Repeat count: DEH (3 -1 infinitekyd
for a duration of: 00:00:00

When repeat count is set to -1, the trigger is repeated for unlimited times. In this case, the
option 'for duration of' will be activated. Check on this option and enter the time then the
trigger event will occur from the interval set on Recur every on the start of each day until the
configured duration.

« Daily : Schedule can be defined to repeat on a daily basis. Schedule can be made
likewise as Simple Type.

o Weekly : Weekly Cycle can be configured. The day(s) to repeat can be designated.

« Monthly : Trigger can be set to a combination like (Month + Specific day) or (Specific
Month + a day in a specific order of the Month).

o Dependent: This is an event based condition. A target trigger needs to be selected as a
reference and conditions to start the trigger event needs to be set. (Start/End of target
trigger) A trigger set as Dependent will be dependent on the target trigger.



Settings

© one Time Start: 3jzsj2015 [v  10:2701aM 12

) simple (7] Expire: 3f26/2015 10:27:01 &M

() Daily

) Weekly

) Referred Trigger: v]

() Marthly

@ Dependent Execution type: AtEnd v]
Execution delay: 00:00:03

o Referred Trigger : The target trigger to execute the corresponding trigger. Multiple

triggers can be selected.

» Execution type : This defines when to trigger according to the condition of Referred

Trigger.

o

o

o

AtEnd : Triggers when the target trigger of Referred Trigger is completed.

AtStart : Triggers when the target trigger of Referred Trigger starts.

ReturnlfTrue : Triggers when the target trigger of Referred Trigger returns true. For
example, a job to return true can be used when a job needs to be executed when
system data changes or when a trigger of Referred Trigger is to inquire a certain
data and the condition is met. In this case, the Model Task Return value
(true/false) needs to be set from the job triggered by Referred Trigger.

+ Example of How to use ReturnlfTrue Type

o Execution delay : Set the delay time when the condition in Execution type is met.

e Advanced Settings

o

Priority : When multiple triggers start simultaneously, this defines priority of
execution order.

Stop task if it runs longer than : This option is to set the maximum run time of the
trigger. If the trigger is performed longer than the configured max time, the trigger
will be terminated by force.

Enable : Activate corresponding trigger

Retry Interval : Decides retry intervals when trigger is failed.

Retry Count : Decides retry counts when trigger is failed.

6. Enter information of Target Job Tab.



r B
all New Trigger b= B S

Schedule Target Job Failure Action

Target job: ’testmodel )

You must specify what arguments this task will use.

4 test
plan-narme fest
modekname ‘test mode|

4 7 - extendedProperties
#daction-excludes
#daction-includes
#daction-excludes/in

[l #daction-includes/in

#start-time. AdjustMinutes ]

#overwrite-result false

#use-database false

#save-database false

#modelfile D MozartServerModelsW TestModelwmodel.vmodel

#model-dll D:tMozartServer®lobs®Site.FP_PRnning2.dll

#maodel-config

#Fexperiment Experiment 1 -
M 4 4 Record 2 of24 + W W Y XA r

o Target job : The target job to trigger. Only the registered jobs can be selected.

e Argument : Input Parameter is configured according to needs when Target Job is
executed. Value of parameter that is configured in a Job is used as a default. When a
Job is executed, Argument value configured in Trigger is used.

7. Input Failure Action Tab Information . It has the same input format as Target Job's.

« Failure Action : A job to execute when target job fails to execute by adding new
function or a job as a backup for complement.

e Argument : Configures the input parameters of the job in Failure Action. As same as in
Target job tab, the default value is the parameters set in job.

Modifying Trigger



1. Select a target server to modify trigger in Server Explorer.

2. Double-click on Triggers node to open trigger page.

3. Select the trigger from the list to modify.

4. Click [Edit] from the top menu bar.

5. Change the information as done through "Registering Trigger" section.

How to Copy Trigger

Trigger Copy

If you want to compare the results of two triggers by changing the part of arguments or if
you need to change the name of an already registered Trigger, you can copy Triggers as
shown below.

1. Select a target server to be checked in Server Explorer.

2. Double-click Triggers node to open trigger page.

3. Select a trigger from the list to be copied.

4. Click [Copy] menu from the top menu bar.

5. Enter the name of the trigger to be copied.

@ Please note that an error will occur if the entered name of the copied trigger
already exist in the list. Be advised not to use any of the name already in the list.

Deleting Trigger

1. Select a target server to be checked in Server Explorer.



2. Double-click Triggers node to open trigger page.

3. Select a trigger to be deleted from list.

4. Click [Remove] menu from the top menu bar



Copy Model and Data to Temp Folder to Run
Trigger

This is a guide to run the model of the trigger not from the Project folder, but from a

temporary execution folder.

Project Folder (Model Folder) Meodel zip Folder
Project Model model XX zip
Input Data LS

Start Trigger

Create temp execution folder

(clone medel and input data)

Copies the model by default,
input data selective

Project Model Input Data

o Cutput Data

Run Job

o Create result zip file

o Delete temp execution folder
Temp execution folder per Trigger run

Argument to Create and Use Temporary Folder to Run
Trigger

The following table lists the extended arguments in MMC to create a temporary folder
containing the vModel file and input data copied from the Project folder, and run the

Trigger.

Argument DataType Description



#use-run-
dir

#max-run-
dir

#use-
parent-
path

boolean

int

boolean

Indicates whether to use the temporary folder to run Trigger.
(Default: false)
The temporary folder creates under WorkingDirectory >

Execution > [Trigger Name] > [Executed Time]

Specifies the number of temporary folders to create. (Default: 2)
When the trigger run finishes the temporary folder is deleted.
The value in the argument indicates the number of the folders to
be kept. (i.e If the value is 2, then the two temporary folders of
the recent executed trigger is left.

Indicates whether to use the temporary folder of the reference
trigger. (For dependent trigger only)

When #use-run-dir = true, a temporary folder is created when the trigger executes. The

location of the temporary folder is as follows.

Temp execution folder location: WorkingDirectory\Execution\[Trigger Name]\ Temp\
[YYYYMMDD-HHmmss-random string/

@ Note:

Please close all temporary folders when the trigger is executed. Leaving a folder

How to Use

opened may cause the folder not to be deleted especially when the folder to be
deleted is opened.

The arguments can be set from either Job or Trigger setting window of MMC.

How to Set from Jobs/Triggers



1. Run MozartManagementConsole2.exe. The file is located in the path where MOZART
clientis installed (i.e C:\Program Files (x86)\VMS\Mozart\Server\bin).

2. Select a server node from Server Explorer. Then, right click and select [Connect Server].

3. Type the log-in ID and password to [User ID] and [Password] box and then click [OK]
button to connect to the server.

4. Right-click on [Jobs] or [Triggers] node and select [Open] or double-click [Jobs] or
[Triggers] node from Server Explorer to open the window.

5. Select a job/trigger from the list and double-click to open [Edit Job]/[Edit Trigger]
dialog.

6. Go to [Parameters] and scroll down until you see [#use-run-dir] and [#max-run-dir].

7. Check [#use-run-dir] to create temporary folder and type a number to [max-run-dir] box
to decide the number of temporary folders to maintain.

H58 Edit Trigger — Oa >

Schedule Target Job Failure Action

Target job: TainSimm., Sirm W

Wou musk specify what arguments this task will use, Reset to defaults

4 7 - extendedProperties
#daction-excludes
#daction-includes EqpPlan
#daction-excludesfin

#daction-includes/fin

#skart-time, AdjustMinutes ]

#use-run-dir ¥

Fmaz-run-dir iz -
#overwrite-result

#use-database v

#save-database v

Operation Structure

When #use-run-dir is true thevModel and input vData files in the Project folderis
copied to the temporary folder of the trigger when the trigger is executed. The vData files
copied to the temporary folder are the files that are not to be donwloaded from the
database. After the files are copied, the model executes from the created temporary folder
according to the arguments set in trigger setting. The data to be downloaded from the
database is stored in the input folder of the temporary folder.




Model Folder Exe. Folder - 1
Model Model
Input Input T i\___ _/‘.ISECC-nd Copy
Output *, Copy UseOldData checked input data.

4

Exe. Folder - 2 Exe. Folder - 2 i Exe. Folder - 2
A _ ) Model g% DB Model ) Run Model
- Input " Input Input | * Input Input
=, Copy Model
* Copy local input data Sz

( Exclude/in, Include/in )

How to Set Dependent Trigger to Refer the Temporary
Execution Folder of Parent Trigger

When the option to use the temporary execution folder for the trigger each trigger will have
a dedicated temporary folder of its own. This is same for the dependent trigger as well.
However, there are cases where the dependent trigger needs to refer the execution result
from its reference (parent) trigger.

For instance, if the task of the dependent trigger is to save the result from its parent to the
database, then the dependent task needs to get the data result from the parent.

How to Use & Example

Set #use-parent-path optionto true from the trigger settings in MMC, in order to use
the model and data in the temporary execution folder of the parent trigger. This option is
only effective for dependent trigger only and will not work on independent triggers.



I

BEE Edit Job o B

Basic | Parameters

4 7 - extendedProperties

#daction-excludes

#daction-includes

#Fdaction-excludes/in

#daction-includes/in

#start-time. AdjustMinutes ]

#Fuse-run-dir v
#Frrax-run-dir 5

#overwrite-result

#use-database v
#rave-database

#model-file ProjectsWLocaSimMyModel.vmodel
#modelkdll ProjectsWLocasSimsite.LSE_Planning7.dll
#model-config

Fexperiment Experiment 1

#db-to-file

#file-to-db

#use-parent-path il
#db-includes

#db-excludes -

#file-to-db Argument Example

The following example is a dependent trigger using #file-to-db argument saving the
experiment result of the parent trigger to the database.

Scenario

e Trigger A : Main Trigger

» Trigger B : The dependent trigger to save the essential result data of Trigger A to the
database. (Starts task after Trigger A finishes)

» Trigger C : The dependent trigger to save the monitoring result data of Trigger A to the
database. (Starts task after Trigger B finishes)

Trigger Settings

1.Set #use-run-dir = true to Trigger AB, and C.
2. Set #file-to-db to Trigger B and C ( #save-database should be set as true in

advance.) 2. Set Trigger B dependent to Trigger A from Basic, then go to Parameters and set

#use-parent-path = true from Trigger B.



3. Set Trigger C dependent to Trigger B from Basic, then go to Parameters and set
#use-parent-path = true from Trigger C.

4. Run Trigger A and see if Trigger B and Trigger C saves the result from Trigger A to the
database.

Other Remarks

The operation of #use-run-dir and #max-run-dir works differently depending on the

following arguments set in the trigger setting.

o db to file Job : When set true , input data is downloaded to Project folderinstead

of the temporary folder.
o file to db job : When set 'true’ the output data from Project folderis uploaded to

database.
» overwrite job : This argument cannot be used with #use-run-dir argument. When

set true ,the model in the recent made temporary folder is executed and no additional

temporary folder is created



Run Trigger from Another Domain/Execution
DLL Versions

When the version of the MOZART Server is upgraded, the stability of the Job/Trigger
execution from the latest version is not guaranteed. The stability issue may require to
operate the Job/Trigger of the stabled version until the stability of the latest version is
guaranteed.

In MMC, users can set the Job/Trigger to run from different versions of domain library and
execution DLL files other than from the latest installed version.

The following table shows the name of the extended arguments and descriptions that you
can use from MMC to set the Job/Trigger to run from different MOZART versions.

The path of the domain library and execution dll files set from

#host- . Execution Path in MOZART Configurator for Server. The input
strin
version J value is the version number of the assemblies for the
Job/Trigger to refer.

Relative Path: The name of the folder in WorkingDirectory where
the domain library and execution DLL files are stored.
Absolute(Full) Path: Any location where the domain library and
execution DLL files are stored. The full path must be typed in.

#host-dir string

How to Use

This section explains on how to use #host-dir and #host-version arguments in MMC to set
the version of domain/execution DLL files for the Job/Trigger to refer. You can use either
one of them.



8%8 EditJob

Basic  Parameters

#file-to-db

#db-includes

#db-excludes

#zip v
#zip.Path MainSim

#zip.FileMamePostFix

#zip. FileMameTemplate

#zip. UpdateToRecent

#mare-runs 1

#run-index

#log-lewel

#log-dir flainSim

#datasource-set-default K1=N1K2=Nz
#datasource-set-default-exception

#performance-profiling o
#host-dir

#host-version

44 44 4 Record 33 of 33 v x

8]4

Cancel

In order to use one of these functions, at least two different versions of domain/execution

DLL files should exist in the machine where MOZART Server is installed.

#host-version

The steps to use #host-version are as follows:

1. Run MozartManagementConsole2.exe. The file is located in the path where MOZART

clientis installed (i.e C:\Program Files (x86)\VMS\Mozart\Server\bin).

2. Select a server node from Server Explorer. Then, right click and select [Connect Server].

3. Type the log-in ID and password to [User ID] and [Password] box and then click [OK]

button to connect to the server.



4. Right-click on [Triggers] node and select [Open] or double-click [Triggers] node from
Server Explorer to open [Triggers] window.

5. Select a trigger from the list and double-click to open [Edit Trigger] dialog.
6. Go to [Target Job] and scroll down until you see [#host-version].

7. Type the version number you want to run the trigger in [#host-dir] box. A folder having
the version number as its name is created when domain library mdz file is installed.

Local Disk (D » Program Files » WRS 2 Mozart » Server » Execution

s

Marme Date rmodified Type
2019.115.000.0 TN 233 P File folder
20192.115.100.0 TN 2:44 P File folder
201911600016 TN 244 P File folder
B58 Edit Trigger — |

Schedule = Target Job  Failure Action

Target job: ServerTest.ServerTest -

You must specify what arguments this task wil use. Reset to

#use-parent-path

#db-includes

#db-excludes

#zip ol
#zip.Path ServerTest

#zip.FileMameP ostfx ServerTestl.Oracle

#zip.FileMame Template
#zip.UpdateToRecent

#more-runs 0

#run-index

Z#log-level

Zlog-dir ServerTest
#dataSource-set-default Kl=V1;K2=V2
#datasource-set-default-exception

#performance-profiing ¥
[ #host-dir :2018.3.114.1]

#host-version

M4 4 Record 33 of 34 b b 4 x4 4

achedule Mow 0] Cancel




8. Click [OK] button to save the changes and close the dialog.

#host-dir: Relative Path (WorkingDirectory)

The folder that contains the domain library and execution DLL files need to be placed in
WorkingDirectory. Depending on the MOZART server versions, these files are located in
different paths. The following lists the default path where the files are located.

e 2019.3.114.1 and below: %ProgramFiles% or
%ProgramFiles(x86)%\VMS\Mozart\Server or \VMS\Mozart\Server folder in the path
assigned during MOZART server installation.

e 2019.115.000.0 ~ 2019.115.100.0: %ProgramfFiles% or
%ProgramFiles(x86) %\ VMS\Mozart\Server\Execution\[Version] or in the \Execution\
[Version] folder in the path assigned during MOZART Configurator for Server
installation.

e 2019.116.000.0 and above: %ProgramfFiles% or
%ProgramFiles(x86) %\ VMS\Mozart\Server\Execution\[Version No] or in the
\Execution\[Version] folder assigned from Execution Path: in MOZART Configurator for

Server.
The steps to use #host-dir are as follows:
1. Follow the steps 1~5 in #host-version.
2. Go to [Target Job] and scroll down until you see [#host-dir].

3. Click [...] button in [#host-dir] box. Then, select the folder of the version to host the
Job/Trigger execution in Browse For Folder dialog and click [OK] button.

4. Click [OK] button in Edit Trigger dialog to save the changes and close the dialog.

#host-dir: Absolute(Full) Path

When using the absolute path to #host-dir, the specified folder is searched only in
WorkingDirectory. However, when you set the full path to #host-dir, the folder containing the
domain library and execution DLL files can be located anywhere that you prefer.



The steps to use #host-dir are as follows:

1. Follow the steps 1~5 in #host-version.

2. Go to [Target Job] and scroll down until you see [#host-dir].

3. Type the full path of the folder where the domain library and execution DLL files are

located in [#host-dir] box.

77 Edit Trigger

Schedule Target Job Failure Action

Target job: ServerTest - Oracle, ServerTestl

)

fou must specify what argurnents this task will use.

#file-to-db

#db-includes
#db-excludes

Azip

#zip.Path
#zip.FileMarmePostFix
#zip.FileMameTemplate
#zip.UpdateToRecent
#Mare-runs

#run-index

#log-lewvel

#log-dir
#dataZource-set-default
#datasource-set-default-exception
#performance-profiling

Reset to defaults

ServerTest - Oracle

ServerTest - Oracle
k1=NW1K2=\Y2

#host-dir

#hosk-version

44 44 4 Record 320f 33 ¢ H M + X

Schedule Mow

(C2019.3.114, 2.0

Ok

==

4.Click [OK] button in Edit Trigger dialog to save the changes and close the dialog.

Priority

As mentioned above, to run Job/Trigger from a different version of domain library and

execution assemblies, you only need to configure either #host-version or #host-dir.




When both #host-dir and #host-version have values, the server searches for the existence of
the folder in the following order.

1. host-version
2. host-dir (Absolute path > WorkingDirectory)
3. The folder with the highest version number in Execution path.

Let us assume that both values are set in #host-version and #host-dir. If the folder with the
name specified in #host-version exists, then the Job/Trigger runs hosted by #host-version.
Otherwise, the Job/Trigger runs hosted by #host-dir. If both folders are not found or no
values are set in both #host-version and #host-dir, then Job/Trigger runs hosted by the
folder with the latest version name in Execution path.

The following example has values set for both #host-version and #host-dir. The
Job/Trigger will run using 2019.115.000.0 version DLLs if 2019.115.100.0 folder exists in
Execution path.



E58 Edit Trigger

Schedule Target Job Failure Action

Target job: IMainsim. Sim

Wou must specify what arguments this task will use,

#file-to-db

#db-includes
#db-excludes

#zip

#zip,Path

#zip. FileMamePoskfix
#zip. FileMameTemplate
#zip.UpdateToRecent
#more-runs

#run-index

#log-lewvel

#log-dir
#datasource-set-defaulk
#datasource-set-def ault-exception
#performance-profiling
#host-dir

#host-version

Fecord 1 af 34 ¢ ke B+ &

Schedule Mow

Reset o defaulks

vl
MainSim
0
MainSim
k1=W1;k2=\2

o
Serverlldql

2019,115.100.0

0K,

Cancel
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Dependent Tr

Dependent Trigger 2| St 8 © 2 CHAIO| E| = Trigger 0| A =& St Job 2| Z}Zt2 =tolst
AA|

0 M3 O{RE MYSt=0l|E Sl A HAIS MYIL|C EF A ARIDLS] A MM 2 2
5ff £7 DB 2| Table & At25t= A7t 0|26t Dependent Trigger E A2 E = U= E

Holo2tn g o UsLE

oy 20 2 et Trigger EUI2 2

3) Dependent Trigger & TISL|C}
EE8 New Trigger — O e
Schedule  Target Job  Failure Action
Trigger name: |M|:|nitc|ring |
Category: | |
Description: |
Settings
O One Time Start:  [2018-1211 [+ ||e= 400:00 3| Settonow
@® simple U] Expire:  |2018-12-12 ST 3:53:00 &
O Daily
O Weekly
() Manthly Recur every: .00:10:00  intervals
{0 Dependent Repeat count: ST (3= -1: infinitely)
for a duration of; 00:15:00
Advanced Settings
[] Priority: 0= [] Retry Interval: 00:00:00
[] Stop task if it runs longer than: 00:00:00 Retry Count: 07
Enabled
[ Trace
Schedule Mow k. Cancel
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Mozart Project 2| AlSHO| MAMMOo 2 SE2E|J=X| JEE 2(E2| DB £ 7| £5}0]

Monitoring 5}7| 2[5l Ol2He| M X}E AtEEHL|Ch

1. Output Z1} 7| 22 2|6t Output Data ltemE & 2| iL|C}.

MfgMedel/Outputs/..itoring/ResultFlag > REEeta Tyl eIV o Vi atelyiily

o Inheritance

o Description

Q) Properties [I]
Marme Propery Type key  Mull  Editor Ca
STATE string [l v
STATE_TIME datetime [ M
EXCEPTION string O v

b P4 + [ -

2. Output Persist Config0i| Monitoring table =4 0| Z1} 7| £ & 2|6t Output data item(1H
St=0|M ™ol stitem) S K| ™Y &L Ct.

Add ~ Remove

=1 Cutputs
&) Simulation Persists S |DUtPUt5
- Pegging Persists Model: | #

[#- Flag Persists
Log performance
Thread count: 3 =

DB job retry count: 3 =

Excepticn Policy
StopAtThrown e

Meonitoring table
output MonitorTable =]




3. MainControl2| shutDown FEAction2 1S &tL|Ct. OF2 = O[N] AAQIL|C.

// Main > Shutdown &t &

public void SHUTDOWN_O (ModelTask task, ref bool handled)

{
//Job =™ ZAIt 7|5
MonitorTable mt = new MonitorTable;
mt.VERSION_NO = task.Context.VersionNo;

mt.STATE_TIME = DateTime.Now;
mt.STATE = task.Context.HasErrors ? : "FAIL" : "SUCCESS";
mt.EXCEPTION = task.EXCEPTION.Message;

OutputMart.Instance.MonitorTable.Add(mt) ;

4. A1} Ouputd| CH St DataAction ™ & E35l Monitoring& DBO| Z1otE 7| EgfL|C}

MfgMedel/Outputs/...sultFlag/Default * > EEETNe MfgModel/Qutputs/...itoring/ResultFlag Persist Cenfig/Cutput Config

Wiew Parent Resef to Parent | Switch type | Query Builder Extract Parameters | Generate Adapter Populate Commands Test Values

[3 CommandType DataSource |- .] Bind Table

INSERT INTO
MZT_FLAG

1
2
3 (

- Default

STATE,
STATE_TIME,
EXEPTION)
VALUES
(BSTATE, @STATE TIME, @EXEPTION)

[=4]

Dependent Trigger 2| ReturnlfTrue Type Job 2| return Zt2 Main €t==2| ModelContext2|

Result 0] A& &fL|Ct M 22 boolean & A ] L|Ct.
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CH& Jobo| &
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7| /et Monitoring Task &=H|= Of2i | EXIE AL &L

[o]]

A1t

1]
kol

1. Monitoring CH4At Job2| AlSH An} QutputE 7| E5+= DB tableE x=3|517| £/&t Input
Data Item= A 2|gtL|C}.

o Inheritance

o Drescription

o Properties T_”l_l |E £ 08 I:I"t| b | X

I_ Marmne " Property Type Key  Mull '_E_u:!itljr Hidder Caption

» N NEN R <tring n e O

| STATE_TIME DateTime [] ¥ [

| EXCEPTION string O i~ O

| STATE string O] ~ O

| o O | d i~ O

2. |27 X 2| st Data Item0]| Default Data Action0i|= DBZ £ E{ Job A3 ZOIE x 3| &t
%= Ql= 2|, 12|11 Data Action2 5Lt & =7}5}401 Monitoring TaskOl| A G| 0| E &

x _

=
2|2 Xo| StL|C}. o]l Select22 Al&H & DataAction Active = A& SH|C}.
DataAction =7} 8}

Mozart Explorer
«loelzlal|
v MonitorLog
v =] Monitoring
> fill Arguments
» 3 Database
~ [ Inputs
v [ Monitor
v [ MonitorTable
=] Select
[4] Update

Select® 78 of|A|



A1 = E| 2 CommandType | Text ~ | DataSource |- ~ | [~] Bind Table

- Select SELECT
L. Cmd1 A.VERSION_NO,
A.STATE_TIME,
A.EXCEPTION,
A.STATE

FROM |
MOZ_MONITOR_TABLE A

Activate

DataSource 100%
FabDB e

Name Size DbType Direction Precision Scale SourceVersion

- e £ e

Update2 78 Of|A|

= =] ] CommandType |Text « | DataSource |- ~| [ Bind Table
=- Update UPDATE
L. Cmdi MOZ_MONITOR_TABLE A
SET

A.VERSION_NO-GVERSION_NO,
A.STATE_TIME-@STATE_TIME,
A.EXCEPTTON=@EXCEPTION,
A.STATE-@STATE]

[ Activate
DataSource 100%
FabDB ~ 3 TS o =
Name Size DbType Direction Precisicn Scale SourceVersion SourceCelumn
B @vERsioN NO B Ansistring | Input ~ o lo Current ~ |
@STATE_TIME o DateTime ~ | Input >0 0 | Current i
@EXCEPTION 2147483647 Ansistring ~ | Input ~10 0 Current |
@STATE 50 Ansisting | Input ~lo 0 Current v|

3.CHA Job =3 Z Dol 2t AL trueE BHEISH=E 2218 A # &L Tt o2 = [Main >

Run] &=2| 718 of| 2L|Ct.

//Main > Run gt &
public void MONITORING(ModelContext context, ref bool handled)
{

var info = InputMart.Instance.MonitorTable.Rows.FirstOrDefault();

//O0|™ Job Z1t7F 7|2 2|10 ™A $E=E AP Monitor Table Y0 E
if(info!= null && 1info.STATE == "SUCCESS")
{

//EtE Job EEMX| 2 ZAEM SO 2K| 947 STATE zf HE.




info.STATE = string.Empty;
info.STATE_TIME = DateTime.Now;

//MonitorTable 0|2{2 DBO| H|O|E 57| 2B Fz2| Mg LU M3 ojRE
var dir = Path.Combine(context.ModelDirectory, context.VModelName
var model = Mozart.Task.Model.ModelEngine.Load(dir);

var source = new MonitorTable[] {info};
var result = InputAccessHelper.Save<MonitorTable>(model, "MonitorT

//FEI7F o A E E9 result = 10[04, true HHEH
//ReturnIfTrue E} Dependent Trigger=
if(result > 0)

context.Result = true;

BL|E{&E Trigger 44

20| A 7HEESHE MonitoringE 2| St vModel 2! dIIE MMCE S4l Uploadstil, Job& A5t
0] S Job2 AMSHY| 2|6t TriggerE MAEHL|CH S4AM% © 2 = Monitoring Job

7| 2|8t Trigger= Simple TriggerZ M S 5tM F7|= A0 2} (A 12, E[CH TA|

2 dH 2 gLct of2ie| M= Y 2F 4A|FE{ 102 & Z 152 7t Trigger? =& = L
C}. for a duration of =AM E RepeatcountZ7| 2X|8H-1)C 2 MH= Z220|0t &AM 5 =
LICt 2tef &A| =2 1020tCt MEHE M35l 0fF St= ZR0|= for a duration of M2 &

SEIPNRE =Tl

Mo M

=

=
I#
re

S[8 Al=E HBED I/E . HE2Z Target Job
B AlH E =224 f e
= == Table t0] =%

2UHE



Dependent Trigger &%

Monitoring Trigger? 77t X| S £ & o CHH, OFX[2t2 = Target Job A8 & 2[5t Depdendent
TriggerE M A15t0] M StL|C} O|lf Referred Trigger = MonitoringE =&5t= Trigger
E MEHSI, Monitoring Z1tZ40]| trueQl A 200 AlSH0| ZH 6t 2tA| 2 Execution type

£ ReturnlfTrue@ 2 MEASIHL|C}. o2 = A A of| K|l L|C}.

EE8 New Trigger

Schedule  Target Job  Failure Action

Trigger name: |Backup_5imu fation |

Category: | |

Description:

Settings

O One Time Start:  [2018-1211 [+ ||e= 400:01 3| Settonow

O simple [ Expire:  |2018-12-11 o= 4:00:01 %
) Daily
O Weekly

() Monthly
® Dependent Execution type: ReturnifTrue ~

Referred Trigger: Monitoring b

Execution delay: 00:00:02

Advanced Settings

[] Priority: 0= [] Retry Interval: 00:00:00
[] Stop task if it runs longer than: 00:00:00 Retry Count: 07
Enabled

[ Trace

Schedule Mow k. Cancel




Extended Arguments

The actual execution of Task and Model that are created through MOZART Project is done
through ModelTask of MOZART execution engine. The preset arguments to adjust the
execution options of Model Task are System Arguments. Developers can assign these
System Arguments to Input Arguments of the Model to use the preset execution options.
The followings are the descriptions of System Arguments.

Basic Arguments

Data

Argument Name Argument Description
Type

_ Name of experiment that Model execution's output is ,
#experiment . ) . string
created. Default is "Experiment 1

) Model's version name (Default format : {model-name}- _
version-no string
{yyyyMMdd-HHmmss})

Default name for versionNo when there is no versionNo

model-name entered string
start-time Task starting time (Simulation clock) DateTime
end-time Task completion time (Simulation clock) DateTime
period Plan&Schedule period float
period-unit period configuration unit (default : day) string
#start- Input variable to adjust starty time tp job execution it

time.AdjustMinutes time
#model-file Full path of the vModel file string

#model-dll Full path of the model dll file string



#model-config

Full path of the model configuration file

Data Download/Upload Arguments

#overwrite_result

#fuse-database

#save-database

#db-to-file

#file-to-db

#db-includes

#db-excludes

Option whether to overwrite result or
not.

Option whether to use database or not.
(Input data download)

Option whether to save output data to
DB or not.

Option whether to synchronize
database without running simulation.
(default value = false) : Input data
download

Option whether to synchronize
database without running simulation.
(default value = false) : Output data
saveto DB

File name containing the list of tables
to synchronize input data to the
database. The tables not listed will not
be synchronized.

File name containing the list of tables
not to synchronize input data. All
tables except for the target tables will
synchronize and if there is same table
entered in #daction_includes, the
following table will not be excluded.

boolean

boolean

boolean

boolean

boolean

string

string

string



#daction_excludes

#daction_includes

#daction_excludes/in

#daction_includes/in

#dataSource-set-
default

#datasource-set-
default-exception

List of tables that doesn't execute
DataAction after simulation is
completed. Comma is used as
separator.

List of tables that execute DataAction
after simulation is completed. Comma
is used as separator.

List of actions not to be executed from
Input Schema's DataAction during
simulation. Comma is used as
delimiter.

List of actions to be executed from
Input Schema's DataAction during
simulation. Comma is used as
delimiter.

Sets the connection string to use as
default from the model. The key is the
name of the data source and the value
is the name of the connection string.
In case multiple connection strings
need to be set the delimiter is
semicolon (;).

The option whether to occur an
exception in case the connection
string specified in #dataSource-set-
default could not be found.

Logging/Performance Arguments

string

string

string

string

Dictionary<string,string>

boolean




Argument o Data
Argument Description
Name Type

) The relative path (Working Directory\Logs) to save the trigger )
#log-dir ) string
execution log files.

#log-level Sets the log level. (Verbose~Fatal) string

Option whether to collect performance data of model
#performance- execution (default = false). Trigger Execution Log information

: : . L o boolean
profiling will not appear from Triggers and Monitoring if the option is
set to false.
Run Arguments

Argument o Data
Argument Description

Name Type

#more- ) .
Repeat count of Model execution. int

runs

#more- This variable is used to configure argument's value for each repeated

config- execution. If not designated, argument value of the previous string

[runindex] occasion is used. This is automatically created by MMC

#run-
ind The current repetition's index. This is automatically created by MMC. int
index

Temp Folder Run Arguments

Argument o Data
Argument Description
Name Type



#userun- The argument to indicate whether to create a temporary folder to bool
oolean

dir execute the trigger. For more details see here.
4 Sets the maximum number of temporary folders to maintain. The

max-run-
di oldest folder will be deleted when the number of folders created int

ir

exceeds the number set in this argument.
#use- Indicates whether to use the most recently created temporary
parent- folder of the reference trigger when dependent trigger executes. boolean
path This argument is valid when #file-to-db is set as true.
Zip Model Arguments

This Arguments are used to configure rules for making a compressed file(like ZIP file) from
an executed Model.

#zip

Option whether Model is compressed after simulation

. bool
is completed.

Template to save the name for compressed file.

Default template is

"${Model_name}_S${zip_now}S{zip_postfix}"

The followings are the allowed keywords to be used.
o ${Model_name} : Name of Model

o ${now}: Time when compression begins

#zip.FileNameTempate (DateTime) string

o S{zip_now} : Time string (format :
yyyyMMddHHmMmss)

o S{zip_postfix} : postfix used for compressed file
name

o ${version_no}: Model's execution version name



#zip.FileNamePostfix ~ Postfix for compressed file name string

The path to create compressed file. If not set, the file is
) saved where Model files are located. ]
#zip.Path , _ ) string
The folder is created as a relative path to Working

Directory or else Working Directory itself will be used.

Option whether the recently compressed file is updated
or not. If true, the most recently-compressed file is
overwritten with the same name.
#zip.UpdateToRecent  If #zip.FileNameTemplate begins with yyyyMM format, bool
new compressed file is created with the name of the
most recently-compressed file that has the same year
and month.

Hosting Arguments

The arguments listed below relates to the setting for hosting job/trigger from different
Mozart server versions.

Argument o Data
Argument Description
Name Type

This argument is to set the relative path of the mozart server located
in the WorkingDirectory to execute the trigger from a different

#host-dir ] ] ) string
version from the mozart server installed currently. For more details,

see here.




#host-

version

This argument is to set the version of the moart server to execute the
trigger from a different version from the mozart server installed
currently. This argument works as same as #host-dir but instead of
locating the mozart server DLL files to the working directory, this
argument finds the DLL files of the specified version from the
Execution folder. When #host-dir and #host-version is set at the
same time, the trigger will be hosted from #host-version. For more
details, see here.

string



Checking Logs

The logs for executed Triggers could be found through Logs folder located in Projects node
of the mapped Job/Trigger. In addition, execution logs could be acquired from Monitoring
node as well.

Viewing Logs in Projects
1. In Server Explorer -> Projects node, open the Project node linked with the Trigger.

2. Double-click the Logs folder or click [Open] through right-clicking.

[ Files

Logs

[7] Resd ™ Open
a ] Test

[ Files

Logs
[7] Results

MMC2_TEST/Projects/Colla_Testflogs

workingDirectonywlogs#WColla_Testw vgg (¥ ]
Marne Date Size Attributes
| |task-Fabg-20170323-170815.log 2017-03-23 17:08:24 4 kb -3--
| |task-Fabia-20170323-174612.log 2017-03-23 1745019 4 kh -a--
|_|task-Fabs-20170323-175109.log 2017-03-23 1751116 4 kb -3--
| |task-Fabs-20170327-184003.l0g 2017-03-27 18:40:09 9kb -3--
| |task-Fabf-20170329-091346.log 2017-03-29 09:12:53 4 kb -3--
| |task-Fabia-20170329-091435.log 2017-03-29 091448 Skh -a--
| |task-Fabg-20170329-092245.log 2017-03-29 09:22:53 4 kb -3--

@ Task logs are normally stored in WorkingDirectory\Logs. System folder in Logs
folder stores the logs for the entire events occurred in the server. If the Model




does not have a config file(check How to designate a Log) to designate a folder
to store the logs, the logs will be stored in Logs folder.

3. Double-click the task log file in the target time to view the execution log results.

@ Two trigger logs are generated when job is triggered. The file name of the log is
the parameter value model-name which is one of the arguments in Model.

« task log : this log file records a log result when task module is executed. If model-name
is registered and configured in Input Argument, a log file including the corresponding
model-name is created. (Ex. When model-name is configured as 'SAMPLE', log file
name is created like task-SAMPLE-20150101-125648.log. ) If file is double-clicked, the
corresponding log file is opened by the default editor(i.e. Notepad) and can be checked.

lobs Triggers ModelFiles -

o ") - i | d#MozartServertLogs# - n' f
System =~ DefaultBootstrapAppDomain\Wrap...
l o 2015-01-19 11:34:16 2015-01-19 11:56:54
= PerformanceMonitor--.log = persists-TestModel20150119-134...
2015-01-19 11:56:54 2015-01-19 13:42:22
= persists-TSK-20150119-121044.l0g = persists-TSK-20150119-122127.1og
2015-01-19 12:10:45 2015-01-19 12:21:29
= task-TestModel20150119-13421... B :lesk—TSK—ZEI150119—121044.Ing
2015-01-19 13:42:22 2015-01-19 12:10:45

= Task-TSK-20150119-122127.log
2015-01-19 12:21:29




| tmp4BOAtmp - H & SRR

DA BERE MAO) 27|V &

|: H1
Parameters -

#mode | —file = D:#MozartServerttode | s#Test Mode [ #mode | . vnode |
#more-runs = 0

#Fmode |-d| | = D:¥MozartServerfobs#5ite FP_FPlanning2.dl |
#mode | —config =

#mozart . repository = <nul >

#start-time. AdjustMinutes = 0

#Hoverwrite-result = false

#use—-database = false

#save-database = false

Hexzperiment = Experiment 1

#db-To-file = false

#zip = true

#zip.UpdateToRecent = false

plan-name = test

mode | -name = TestModel

#ired—time = 2156-01-19 PM 1:4Z2:19

#zcheduled-tine = 2016-01-19 PMm 1:42:15

#scheduled = True

#mnode | —-path = D:¥MozartServerttfode | s#Test Model

#pid = B432 i
#oonfig-file = <nul >

start—time = 2015-01-19 PM 1:42:15

end-time = 2015-01-20 PM 1:47:15

m

Begin .. .20156-01-19 13:42:22

Begin .. .2015-01-19 13:42:22

Startup L, 2015-01-19 13:42:22

Startup L. 201E-01-19 13:42:22

Cata Loading ... il
4 I

 persists log : Log file that records persist results before/after task module is executed

Viewing Logs in Triggers

1. Double-click the Server Explorer -> Triggers node or click the right mouse button menu
[Open].

2. When the Triggers tab is open, select the Trigger you want to view the Log.

3. The Log Files area at the bottom of the Triggers Tab window displays a list of the Task
and Persist log for the Trigger. It will open in Notepad when you double-click on the log file
you want to view.



b server test - Server Test.5... - OneTime - Complete 2017-03-27 18

v
exec - Bexec - v CneTime - Complete 2017-03-27 18
FabCopyTest - Fab_Planning.... - v OneTime - Complete 2017-02-28 14
testddd - Test. test v OneTime - Complete 2017-03-29 15
* []
W4 4 Record @of 12 ¢ w W 4
Log Files O R x
Marne Date Size Attributes
|| persists-TSK-20170327-183335.log 201703-27 18:33:143  Lkb -a--
|| task-TSK-20170327-183235.log 2017-03-27 18:33:38 2 kb -a--

Viewing logs in Monitoring

1. In Server Explorer -> Monitors node, double-click the View that you want to check the Log
or click the right mouse button [Open].

2. Like in the "Triggers Tab", if you select the Trigger that you want to check the Log, you
can see a list of the Task and Persist log of the Trigger selected in the Log Files area at the
bottom of the Monitor / [View Name] tab window.

3. Double-click the log file to open it through Notepad.

Check logs via System Log

1. Double click on [System Log] node or check WorkingFolder/Logs/system folder through
Trigger log folder.

2.'app.log' is the log of the current day. The logs from the past will have dates behind the
names. (i.e appYYYYMMDD-xxxxx.xx.log). app.log file is backed up as
appYYYYMMDD.xxxxx.xx.log format after one day is pasted. Double-click on the log file to
check the logs.

= Jobs
=] Triggers
[} Systern Log



Monitoring

In Monitoring, you can check the execution status of Trigger in MMC, CPU / Memory usage

status of target server that performs Trigger, log for each Trigger, and execution time per
Task.

When MOZART Server is installed, Monitor node is created on the target server in Server
Explorer. By default, all view that can check the latest status of triggers and error view to
check error history is created as Child node. In order to monitor specific triggers, users can
add views directly and check the monitoring history of each triggers. The following
descriptions are about the basic interfaces and functions of Monitoring.

Nodes
A description of Monitor node in Server Explorer.

4 | Monitar

ga Al
#a Errors

o All: If the registered Trigger is executed once, a history will be saved in All View. In All,
the most recent information of the target trigger is only displayed. When Trigger A is
executed once at 9 o'clock and executed at 10 o'clock again, All displays information
about Trigger A performed at 10 o'clock.

» Errors : It displays the execution error history information of Trigger. While the most
recent information of the target trigger is only shown in All, the target trigger is recorded
every time an error occurs in Errors. Errors allows you to set the period that users want
to view records.



Auto Refresh Interval: - Normal (30s) - Search Option: 30 days | Query

Drag 3 column header here to group by that column

TriggerName Scheduled Start End Elapse Status Resuft Message

v -

b | Load Test_Monitor 2017-05-02 19:23:16 2017-05-02 19:57:09 2017-05-02 19:58:10 00:01:01 & Complete FAIL System.I0.JOException: 'e:¥vmstmozart...
Load Test_Monitor 2017-05-02 19:11:16  2017-05-02 19:55:48 2017-05-02 19:56:40 00:00:52 & Complete  FAIL System.]10.J0Exception: 'e:fvmstmozart...
Load Test_Monitor 2017-05-02 18:56:16 2017-05-02 19:53:22 2017-05-02 19:54:11  00:00:49 & Complete FALL System.I0.10Exception: 'e:Wvmstmozart...
Load Test_Monitor 2017-05-02 18:53:16 | 2017-05-02 19:53:21 2017-05-02 19:54:08 00:00:47 & Complete  FAIL System.I0.10Exception: 'e:¥vmswmozart...
Load Test_Monitor 2017-05-02 18:48:16 | 2017-05-02 19:53:10 2017-05-02 18:53:27 00:00:17 & Complete  FAIL System.I0.10Exception: 'e:¥vmsw#mozart...
Load Test_Monitor 2017-05-02 18:47:16 | 2017-05-02 19:52:13  2017-05-02 19:53:16 00:01:03 & Complete | FAIL System.I0.JOExcaption: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:46:16 | 2017-05-02 19:52:09 2017-05-02 19:53:16 00:01:07 & Complete | FAIL System.I0.JOException: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:45:16  2017-05-02 19:52:05 2017-05-02 19:53:16 00:01:11 & Complete FALL System.I0.10Exception: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:44:16  2017-05-02 19:52:04 2017-05-02 19:53:16 00:01:12 & Complete FALL System.I0.10Exception: 'e:Wvmstmozart...
Load Test_Monitor 2017-05-02 18:43:16 | 2017-05-02 19:40:05 2017-05-02 19:53:16 00:13:11 & Complete  FAIL System.I0.10Exception: 'e:¥vmswmozart...
Load Test_Monitor 2017-05-02 18:41:16 | 2017-05-02 19:40:03  2017-05-02 19:53:16 00:13:13 & Complete | FAIL System.I0.J0Exception: 'e:¥WvmsWmozart...
Load Test_Monitor 2017-05-02 18:40:16 | 2017-05-02 19:40:02 2017-05-02 19:53:16 00:13:14 & Complete | FAIL System.I0.JOExcaption: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:38:16 | 2017-05-02 19:39:27 2017-05-02 19:53:16 00:13:49 & Complete | FAIL System.I0.JOException: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:39:16  2017-05-02 19:39:27 2017-05-02 19:53:16 00:13:49 & Complete FALL System.I0.10Exception: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:33:16  2017-05-02 19:39:26 2017-05-02 19:53:16 00:13:50 & Complete FALL System.I0.10Exception: 'e:Wvmstmozart...
Load Test_Monitor 2017-05-02 18:34:16 | 2017-05-02 19:39:26 2017-05-02 19:53:16 00:13:50 & Complete  FAIL System.I0.10Exception: 'e:¥vmswmozart...
Load Test_Monitor 2017-05-02 18:36:16 | 2017-05-02 19:39:26  2017-05-02 19:53:16 00:13:50 & Complete | FAIL System.I0.J0Exception: 'e:¥WvmsWmozart...
Load Test_Monitor 2017-05-02 18:32:16 | 2017-05-02 18:42:12 2017-05-02 19:38:27 00:56:15 & Complete | FAIL System.I0.JOExcaption: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:29:16  2017-05-02 18:42:11 2017-05-02 19:38:27 00:56:16 & Complete  FAIL System.]10.J0Exception: 'e:fvmstmozart...
Load Test_Monitor 2017-05-02 18:27:16  2017-05-02 18:42:10 2017-05-02 19:38:27 00:56:17 & Complete FALL System.I0.10Exception: e:¥vmstmozart...
Load Test_Monitor 2017-05-02 18:24:16  2017-05-02 18:42:02 2017-05-02 19:38:27  00:56:25 & Complete FALL System.I0.10Exception: 'e:Wvmstmozart... -

o User-Defined View : A View users added. A user-defined view can check the monitoring
status of all the execution history of the trigger selected by the user. The list is output in
10 units according to the activated window size by paging method. Please refer to
Monitoring View Registration / Modification for adding user View.

Monitoring Table

The following describes the status information table of Trigger which is the main section in
Monitoring UL.

TriggerName : The name of the target trigger registered in Trigger.

Scheduled : Displays the time when the target trigger is scheduled to run.

Start : Displays the time at which the target Trigger actually started to run.

End : Displays the target trigger is ended.

Elapse : Displays the total elapsed time of trigger execution.

Status : Displays the current status of the target trigger.
o p Run : Target Trigger is currently running.
o @ Complete : Target Trigger has successfully completed with no errors.
o aborted : Target Trigger has been stopped by force.
o & complete : Target Trigger has ended abnormally due to an error.

e Result: Displays the result of Trigger execution. Only when the status of target Trigger
is Complete, it is recorded.
o SUCCESS : SUCCESS is recorded when the target trigger finishes normally.



o FAIL : If the target trigger is abnormally terminated due to an error during execution,
FAIL is recorded. (The aborted status is not recorded in Result when Trigger is
forcibly terminated by the user.)

o Message : This column records an error message when an error occurs during
execution of the Trigger.

Top Menu Bar

o Stop Trigger : This button is used to forcibly terminate the running Trigger. If the trigger
is terminated by “Stop Trigger” in Monitoring or “Stop task if it runs longer” in Trigger,

Trigger is terminated and the status turns into Aborted .
4, If the trigger is terminated by “Stop Trigger” in Monitoring or “Stop task if it runs
longer” in Trigger(Trigger Setting), it can also be changed as & complete (FAIL)

according to the thread.
o Auto Refresh Interval : Set the time interval for updating the status of Monitoring
Table.
o Normal : This is the default setting. Updates Monitoring table information every 30
seconds.
o High : Updates Monitoring table information every 10 seconds.
o Low : Updates Monitoring table information every 60 seconds.
o Pause : Does not update Monitoring table information as long as there is no user
intervention.
e Query : Itis used in Errors or a custom view. Enter the period to be searched in Search
Option, then it displays the monitoring information for the period when executing the

query.

Performance Trend

In Performance Trend, only the Smodel and Scola Job Types are analyzed. In the
Performance Trend graph of the Monitor, the base line is drawn based on the start of the
selected target triggers and the CPU / Memory usage of the Server Machine within 10
minutes before and after the base line and the number of running triggers at that time are



displayed. The Trigger's Count is calculated by not only the Trigger you selected but it also
includes other triggers that were running at that time. If a user views the Trigger A and
Trigger B is running at the time, the Trigger's count will be 2 in the Performance Trend.

CPU / Memory usage shown in Performance Trend includes CPU / Memory used by other
processes besides Trigger (Mozart Agent). The dashed lines in the Performance Trend
graph means the average CPU / Memory usage of the Server Machine and the solid lines
indicate the actual usage of the time. The gray area means the number of triggers at that
time. You can check the detailed information in Performance Trend graph when mouse over

the graph.

@ Performance Trend aggregate performances every 1 minute. If Trigger runs
shorter than 1 minute, it could bypass the aggregation interval and may not be
shown in the trend. (Performance, Count)

Log Files

In Log Files, you can look up the history log file of selected Trigger in Monitoring. You can
open the log file directly by double-clicking the mouse or download the log file locally
through the right-click menu. You can open the folder tab where the log file is located
through the Open Folder button. Like Triggers, Log Files in Monitoring displays the log files
for the last 10 Triggers.

Log Files O n x
Open Folder

Narme Date Size Attributes .
I_,L?SI'C-TSI(-EDII-"DSD-‘4-134.’-’52.|Dg| 2017-05-04 13:48:13 1 kb -3 l—l
|| persists-TSK-20170504-134752.log 2017-05-04 13:48:12 138 bytes -a—-

| |task-TSK-20170504-132752.log 2017-05-04 13:28:00 1 kb - i

Trigger Execution Log



Trigger Execution Log allows you to check the time consumption of the selected trigger. To
record the Trigger Execution Log in Monitoring, the #performance-profiling option of Trigger

Argument should be True.

o« DOWNLOAD : Displays the total time downloading data from DB during task execution.

o PERSIST_IN : Displays the total time loading input data during task execution.

o ENGINE_RUN : Displays the consumption time of module (Pegging, Simulation, CBS,
etc) during task execution.

o PERSIST_OUT : Displays the total time storing engine results during task execution.

o SAVE_DB : Displays the total time uploading the result data to the target DB during task

execution.

Error Message

The Error Message records a detailed message about an error when the executed Trigger is

abnormally terminated due to an error.

You can copy Error Message to the clipboard or check detailed error message.

Error Message:

System.MulReferenceException: HH =21 HH2 2 AR AZ SEHL)E] SRS LICH -
£|F: Fab.Plnning.MonitorLogger.\Write(String state) LM D:WTestProject®Micron.Fab¥W TestWFab.PRnning My [

MethodsWLogger®MonitorLogger.cs: & 23 b
2| X]: Fab.Plnning.Logic.Main.PROGRESS_REPORTO({ModelContext context, String stage, Boolean& handled) DM D:

Copy to clipboard H Details ]

Error Notification

Mozart Management Console (2.0) not only records logs in the Errors view when an error
occurs during the execution of the engine but also notifies the user that an error has

occurred.



Trigger is failed.

TriggerMame:

Dependent
ScheduledTime:2017-03-28 3:41:54

@ In order to see the error notification, Errors View tab should be opened. Error
notification pops-up only when the trigger error occurs during RUN state. No
notification will be shown when the trigger has encountered an error as soon as
its been executed.

Setting Log Preservation Period

The period to preserve the trigger execution, trigger run time and performance logs from

MMC. Log Options menu appears by clicking the right-button of the mouse from the
Monitor node.

IE] MEII'IitE;

Perforn Add View
5] Shortc :
@ SyncF‘n| Log Options

60 days are set as default. The period can be modified in days.

888 Log Options — »
Max Archive Days Setting

Performance: b0 -
Trigger Execution: |60 -
Trigger RunTime: |60 =

] Cancel







How to Use Monitoring View

Monitoring View Registration
1. In Server Explorer, select a sever to register Monitoring View.
2. Right-click on the Monitoring node of the target server and select [Add View].

3. In the Add View Dialog, enter a name for the View Name and check the checkbox for the

trigger you want to monitor. (Multiple choices available)

i Add View (3w

Wiew MNarne: Pl e

Target Triggers:
H Mame Description
Calabaration
» Failure
Fab
v Dependent
v Fab3
DataBackup
Test
ServerTestl

4. Click [OK] button to complete.

Monitoring View Modification

1. In Server Explorer, select the target server for the View modification.

2. Select the view you want to modify from the Monitoring node of the target server, right-
click and select [Edit View]. (Predefined views such as All and Errors cannot be modified.)

3. Click [OK] button to complete.

Delete Monitoring View



1. In Server Explorer, select the target server to delete a view.

2. Select the view you want to delete from the Monitoring node of the target server, right-
click and select [Delete View].

3. Click the [Yes (Y)] button in the pop-up window to remove the target view.



Trigger Performance

The Performance node of MMC2 monitors the overall performance of triggers registered in
the target server. By analyzing the performance through the Trigger Performance, you can
check which stage of the task is delayed when the engine is started. Especially, developers
and administrators can compare the performance of vmodel or dll before and after through
the data. The following sections describe how to view the performance of the Trigger
registered in the target server and the functions of the Performance window.

How to Collect Trigger Performance Information

To check the performance of the trigger registered in the target server's in Performance, one
of the options in Trigger Argument needs to be enabled. The argument can be configured as
follows.

1. In Server Explorer, select the target server for which you want to set the Trigger Argument.

2. Double-click the Trigger node of the target server to activate the Trigger window.

3. Select the target Trigger to record in the Performance and double-click or click the [Edit]
button in the upper menu bar.

4. In the Edit Trigger Dialog, go to the Target Job tab.

5. Go down to the bottom of the list shown in the Target Job, check the #performance-
profiling check box and click the [OK] button to save the settings.

Performance Ul

e Job Summary
In Job Summary, you can check the total number of jobs registered in target server and
the number of triggers mapped to job.



Job Summary

Item Count

¥ Total Job 19
Trigger mapped Job 17
Trigger un-mapped Job 2

e o Total Job : The total number of jobs registered in the target server.

o Trigger mapped Job : The number of jobs registered in the target server, which is
registered by Trigger. When you double-click Trigger mapped Job Row, you can
check the list of jobs for which the trigger has been registered. Even if multiple
triggers are mapped to one job, the count of job is one in the trigger mapped job.
(EX: Job A {Trigger A, Trigger B, Trigger C} -> Trigger mapped Job = 1)

F ™
B84 Trigger mapped Job E@g

Job Narme

Server Test 2.5erverTest3 -
Server Test 2.5erverTest4
LoadTestl.Load Testl

LoadTest2.Load Test2

Load Test3.Load Test3

LoadTest_Maonitor.Load Test_Monitaor

Load Test_Executor.Load Test_Executor

Load Test4.Load Test4 i

M 4 4 Record 7 of 17 + W W

Close i

o Trigger un-mapped Job : The number of jobs that triggers are registered in the
target server. When you double-click Trigger un-mapped Job Row, you can see a list
of jobs for which triggers are not registered.

o Trigger Summary
Trigger Summary is a summary of the triggers registered in the target server. You can
check the detailed information of triggers in the target server such as the number of
triggers that are activated / deactivated among the registered triggers and the number
of triggers to be recorded in the performance.



Trigger Summary

Itern Count

b | Total Trigger 20
Active Trigger 14
Profiing Trigger 6

o o Total Trigger : The total number of triggers registered in the target server.
o Active Trigger : The number of Triggers registered in the target server with
activated [Enabled] option.
o Profiling Trigger : The number of Triggers that #performance-profiling is true and
registered in the target server.

» Trigger Performance
Trigger Performance is the area where the performance aggregation information of
Profiling Triggers is expressed numerically and graphically. When the task is executed,
you can check the detailed information such as the consumption time of each step, the
total execution count of the trigger, and the success / failure ratio. The following
definitions are about the terms used in the Trigger Performance area.

o Period : Sets the period during which users want to check Trigger Performance.
The period can be selected from Days / Hours and calls the aggregated history
before Days / Hours set based on the current time.

o Trigger

= Name : The name of the registered Trigger Node.
= Description : A description of the registered Trigger of the target server.
Description can be entered at the Triggers node.

Trigger

Mame 4 | Description

Colaboration

Dependent Dependent Trigger Test
Fab

Fab3

FabCopyTest

o RunTime(sec)
= DOWNLOAD : Displays the average elapsed time downloading data from DB of
the total number of times the task has been executed.
= PERSIST_IN: Displays the average elapsed loading Input Data of the total
number of tasks performed.



ENGINE_RUN : Displays the average run-time of the execution of module

(Pegging, Simulation, CBS, etc) of the total number of tasks performed.
PERSIST_OUT : Displays the average elapsed time storing the engine results.
SAVE_DB : Displays the average elapsed time writing the result data to DB.
TOTAL_RUN : The average time of cumulative time from DOWNLOAD to
SAVE_DB Action.

RunTime{sec)

DOWHMNLOAD PERSIST_IM ENGIME_RUM PERSIST_OUT  SAVE_DB TOTAL_RUN
Q0:00:00 00:01:18 00:04:04 a0:00:02 Q0:00:00 00:06:07
Q0:00:00 00:03:26 oo:00:21 a0:00:02 Q0:00:00 00:04:09
00:00:00 00:00:49 00:02:25 00:00:02 00:00:00 00:03:37
Q0:00:00 a0:00:41 Q0:00:20 a0:00:00 Q0:00:00 a0:01:04
Q0:00:00 a0:00:00 Q0:00:00 a0:00:00 Q0:00:00 a0:00:02

@ In RunTime (sec) of Trigger Perfomance, the average consumption time of each
target Trigger by action is displayed. In the bottom left grid of the Trigger
Performance area, you can check the maximum / minimum consumption time

of each trigger.

Action Min Average Max

PERSIST_IN 00:00:49 00:01:18 00:01:32
ENGIME_RUN 00:02:29 00:04:04 00:04:32
PERSIST_OUT  00:00:01 00:00:02 00:00:03

Furthermore, in the lower right part of the Trigger Performance area, you can see the ratio of
the number of execution of the target Trigger for the user-defined period in the TOTAL_RUN
time for each action in graph form. For checking the detailed information, you can check
the execution time of Trigger action executed at the relevant time by mouse over the bar

graph.



a0;0z:00

000200

Time

a0;01:00

00:00:00

[ DOWHLOAD
[ PERSIST_IN

[ ENGIME_RIM
[ PERSIST_OUT
[ save_DB

Date: 2017-05-10

[ DOWMLOAD: 00:00:00
PERSIST_IM: 00:00;:44
ENGINE_RIM: 00:02:14
PERSIST_UT: 00;00:01
[ SAWE_DE: 00:00:00

TOTAL: 00:02:59

e o Reliability

Reliabiliy
MIN

00:03:35
00:04:09
00:00:01
00:01:04
00:00:02

MIN : The shortest execution time among the entire execution of target trigger.
MAX : The shortest execution time among the entire execution of target trigger.
LIMIT : The execution time limit of the target trigger. You can set it in Triggers -
> Target Trigger -> Schedule Tab -> Stop task if its longer than.

RUN_COUNT : The total number of times that the target trigger has been
executed. The count does not increase in case trigger has been stopped by
users stop the task with Stop task in Monitoring or the Stop Trigger if it runs
longer than option.

FAIL_COUNT : The number of times the target Trigger has been abnormally
stopped due to an error.

FAIL_RATE : The percentage of FAIL_COUNT out of RUN_COUNT of the target
Trigger.

SUCCES_RATE : The ratio of RUN_COUNT of the target Trigger that was
performed normally.

MAax LIMIT RUN_COUNT FAIL COUNT FAIL RATE SUCCESS_RATE
00:07:08 00:00:00 2 0 0% 100 %
00:04:09 00:00:00 1 0 0% 100 %
00:07:37 00:02:00 22 & 27 % 73 %
00:01:04 00:00:00 1 1 100 % 0%
00:00:02 00:00:00 1 1 100 % 0%



e o Trigger Performance Dialog (Server Machine Resource Utilization Check)

In the Performance window, the CPU / Memory usage and percentage of the target

Server Machine is displayed in a graph form in the Trigger Performance Dialog

during execution of trigger. In the Trigger Performance Grid of the Performance

window, the Trigger Performance Dialog window pops up if you double-click the

Row of the target Trigger.

-
888 Trigger Peformance

Trigger Mame:  Fab
Description:

Period: 6

Usage (%)
[ o
[} [}

L)
o

=

1000

Usage (%)

10:00

2017-05-12

= |Hours -

Date: 2017-05-12 AM 959000

I Trigger CPL: 93,92 %

2017-05 [l Cther Process CPU: 6,08 %
I Trigoer Memory: 25,49 %
Ml Cther Process Memaory: 43,41 %

2017-05-12
1100

2017-05-12
13:00

2017-05-12
1300

2017-05-12
14:00

2017-05-12
14:00

2017-05-12
15:00

2017-05-12
15:00

[ Trigger cPU

Il other Process CPU
- Trigger Memary
- Server Memary

The Period is based on the user-specified period in Trigger Performance and users can set

the period again through In the Trigger Performance Dialog window. In the Trigger

Performance Dialog window, the execution time is counted at the time when the target

trigger is executed. The total CPU / Memory usage of Server Machine during Trigger

execution time is displayed as a graph. The upper blue graph shows the CPU usage and the

lower green graph shows the memory usage. The light blue bar graph is the percentage of

total CPU usage that the target Trigger (MozartAgent process) occupies and the light green

bar is the percentage of Memory total usage that the target Trigger occupies. Darker colors
represent the percentage of processes other than triggers. like most graphs in MMC2, you

can check the detailed information in Trigger Performance Dialog if you mouseover over

the graph bar.



How to Use Backup

When registering multiple Jobs/Triggers in the Server and executing Tasks, the HDD
capacity can be fill in WorkingDirectory because of the accumulated engine result and log
file. The results of engine run cannot be saved because due to insufficient HDD capacity
when the administrator doesn't care about the HDD capacity. MMC2 provides the function
to allow users to schedule backups for managing HDD capacity efficiently. The following
settings are possible through the MMC2 Backup function.

o Backup Cycle : Users can set a backup cycle just the way you set Task Trigger.

o Back Path : You can designate the path for backup to different drive other than where
WorkingDirectory is located.

» Delete Source file(s) after backup : You can decide whether to keep or delete the
source file after performing the backup operation.

« File Filtering : You can set whether only certain extensions in the source path are
backup progress or exception.

» Set Min/Max File Size : You can set the maximum and minimum size of files to be

backed up.
» Back for File(s)/Folder(s) with Specific Date : You can set files to back up that are
created within specific time or date.

Please check Backup Registration/Modification to see more details on how to configure
backup schedule through MMC2.

Creating Backup Schedule

1. In the Server Explorer, select the target server for Backup registration.

2. Double-click the target server's Backup to activate the Backup query screen.
3. Click the [Add] button on the top menu bar.

4. In the New Backup Dialog, enter information for Schedule, Settings Tab.



5. Enter the information in Schedule Tab. The basic setting is the same as the Trigger

registration method.

177 Mew Backup Schedule

Schedule  Settings

=N ECR(=>=)

Trigger name: TestBackup|

Category:

Description:

Settings

start; 2017-04-13

@ One Time

() Simple [[] Expire:  |2017-04-13
1 Daily

1 Weekly

) Manthly

) Dependent

Advanced Settings

[] Priority:
[7] Stop task if it runs longer than:

Enabled
[] Trace

Schedule Mow

G~ PM

PM

O

Oo:a0: a0

A:21:19 =

B:21:19

[7] Retry Interval:

Retry Count:

00:00:00
OF

QK

=

6. Enter the information in Settings Tab.




17 Mew Backup Schedule
Schedule  Seftings

Folder Pairs

Folicy

[7] Remove source files after backup
[] Backup files as ZIP compression
[T Include hidden files and folders

Filter
[ File size

hin size:

[T File Type filter;

[ Last Write Tirne:  within |1 | | Hours

Log
[7] save Log

Log Directory:

Schedule Mow

hdax size:

seperator ;

-

ok [ coma ]

» Folder Pairs : This section is to set the source/destination folder for the backup.

Source/Destination folder pairs are be added by clicking the button and to delete

the pair click the [-] button.

e Policy : Sets up the backup policy. Multiple selections are possible.

o Remove source files after backup : Option whether to delete the source

files/folders after backup.

o Backup files as ZIP compression : Option whether to compress source files and

save it to the destination.

o Include hidden files and folders : Option whether to back up hidden files and

folder from the source.

o Filter : Sets the filter conditions of Backup. Multiple settings are possible.

o File size : You can limit the maximum/minimum size of the file to be backed up.

= Min size : Any file size below Min size value will be excluded for backup (units:

KB/MB/GB)




= Max size : Any files size above Max size value will be excluded for backup

(units: KB/MB/GB)

o File Type filter : Backup files only or exclude from backup with the configured file

extensions.

= including : When this option is selected and the file type is entered, only the

files with the corresponding type in the source path will be backed up.

Separator is used as ;' when inputting multiple files.

= excluding :When this option is selected and the file type is entered, the files

with the corresponding type in the source path won't be backed up. Separator

is used as ;' when inputting multiple files.

o Last Write Time : Option whether to backup files that exceed the specified period.

The basic unit is hour / day. (i.e. If the period is set as 1 Hour, the last modification

date of the file that has passed one hour from the current date will be backed up.)

e Log: Option whether to leave logs for Backup

o Save Log: Logs for backup are saved when the checkbox is enabled.

o Log Directory : Set the log file path of Backup. The backup log file is saved as a

text document in .log format and the file name format is backup- [Backup Name] -

yyyymmdd-hhmmss.log.

workingDirecton#ogswhackuplLogw

> L2

Marne

|_|badkup-DataBackup-20170328-233917 log
| |backup-DataBackup-201703258-233941 log
|| backup-DataBackup-20170328-234027 log
|| badkup-DataBackup-20170328-234102.1og
| |backup-DataBackup-201703258-234127 log
|| backup-DataBackup-20170328-234149.l0g
|| backup-DataBackup-20170328-234336.100
| |backup-DataBackup-201703258-234425 log
|| backup-DataBackup-20170328-234444 log
|| backup-DataBackup-20170328-234511.10g
| |backup-DataBackup-201703258-234532 log
|| backup-DataBackup-20170328-234548.10g
|| backup-DataBackup-20170328-23481 1100
| |backup-Mo Mame-20170328-233632.log

Date

2017-03-28 23:39:18
2017-03-28 22:39:43
2017-03-28 23:40:29
2017-03-28 23:41:04
2017-03-28 23:41:29
2017-03-28 23:41:50
2017-03-28 23:43:37
2017-03-28 2344:27
2017-03-28 23:44:46
2017-03-28 23:45:12
2017-03-28 22:45:34
2017-03-28 23:46:30
2017-03-28 23:48:12
2017-03-28 23:36:34

Size:
125 bytes
1kh
196 bytes
125 bytes
1kh
336 bytes
336 bytes
1kh
1kh
1kh
196 bytes
530 bytes
265 bytes
119 bytes

Attributes
-a-_
A
-
-a-_
-a-_
-
-a-_
-a-_
-
-a-_
-a-_
-
-a-_
-a-_

@ The backup history log path does not need to be in the WorkingDirectory. A node

to check logs like Projects are not added to Server Explorer and users can view

the history by registering a shortcut or accessing the path where the backup logs

are saved.



Checking Backup

1. In Server Explorer, select the Backup Check Se.

2. Double-click the target server's backup file to activate the Backup screen.

3. In the Backup list, click the Backup Trigger that you want to view the Backup files /
folders.

4. In the Destination Folders Tab, you can see the files and folders of the selected Backup.

Editing Backup Schedule

1. In Server Explorer, select the server to modify the backup schedule.

2. Double-click the target server's Backup node to activate the Backup screen.
3. Double-click Backup Trigger in the Backup.

4. Edit the Schedule / Settings Tab information and click the [OK] button.

Deleting Backup Schedule

1. In Server Explorer, select the server to delete the backup schedule .

2. Double-click the target server's Backup to activate the Backup screen.
3. Select the Backup Trigger to be deleted from the Backup.

4. Click [Remove] button on the top menu bar to delete Backup.



User Account and Authorization

User Account and Authorization

Credential information is required in order to access to the server via MMC. User with
administration power can create user account and grant authority to restrict the usage of
MMC functions according to user roles. The reason for separating authority is to avoid
unnecessary incidents that could be caused by users rather than by the system. In this
case, it is difficult to track the problem and sometimes leading to more serious ones.
Default administrator account is created during MOZART Server installation (refer to Server
Management). Other authorities should be granted manually and the following describes
the authorities provided by MMC and its limitations.

» Administrator : This authority has full access to all the functions in MMC. Only
administrator power can create/modify credentials and grant authority to user
accounts.

o Developer : This authority has access to most of the functions in MMC except for
creating/editing credentials and granting authority. Developer power is authorized to
manage Projects and to distribute files.

o Operator : This authority is used mainly for Job/Trigger management and execution.
Operator does not have the authority to do any task from Projects node.

o Viewer : This authority has the least access to MMC functions. Job/Triggers cannot be
created or executed. This authority is mainly used when only information from
Monitoring/Performance is required.

The following table shows which of the functions from MMC are permitted to use
depending on the authority power.



Function Name Viewer | Operator | Developer | Administrator
Connect Server O O O O
Edit Server Connection O O O O
Delete Server Connection 0 0 0 0
Projects node wisiblity 0 0 0 0
Jobs node visibility 0 0 0 0
Triggers node wsibility O O O O
System node visibility 0 0 0 0
Backup node visibility 0 0 0
Monitor node wisibility 0 0 0 0
Performance node visibility O O O O
Shortcut node visibility 0 0 0 0
User node visibility O O O
Deployable Folder node visibility 0 0 0 0
Refresh Job Schdeuler Status O O O O
Pause Job Scheduler O O O
Resume Job Scheduler 0 0 0
License Information 0 0 0 0
Server Information O O O O
Add Project 0 0
View Project 0 0 0 0
Edit Project O O
Remove Project 0 0
Commit & Deploy 0 0
View History (Projects) 0 0 0 0
View Jobs list O O O O
View Job O O O O
Add/Remove/Edit Jab @] @] @]




View History (Jobs) O O O O
Manage Job Types O O O
Add/Delete/Edit Job Type (@] (@] (@]
View Trigger list 0 0 0 0
View Trigger 0 0 0 0
Add/Remove/Edit Trigger @] @] @]
View History (Triggers) O O O O
View Trigger Execution log 0 0 0 0
View Backup trigger list 0 0 0
View Backup trigger 0 0 0
Add/Delete/Edit Backup trigger O O O
View Destination folder 0 0 0
Download from Destination folder O O O
Add/Remove/Edit Manitor view @] @] @] @]
See Monitor view O O O O
Stop Trigger 0 0 0
View Performance 0 0 0 0
View Shortcut 0 0 0 0
Add/Remove/Edit Shortcut O O O O
Download file from Shortchut 0 0 0 0
View Users list 0 0 0
Add/Remove/Edit Users O
View History (Users) O O O
View Deployable folder (mozart.dir) 0 0 0 0
Download file from Deployable folder 0 0 0 0
Upload file from Deployable folder O O O O
Remove file from Deployable folder 0 0 0
End MMC 0 0 0 0

Please refer to How to Register/Modify Users for more details on how to create user
account and grant authorization to the account.See Also

How to Register/Modify Users

Create User Credential



1. Select the server from Server Explorer to add user credential.
2. Connect to the server with administrator account.

3. Double click on Users to activate Users tab.

4. Click [Add] button from the top side menu bar.

5. Enter required information through Add new user Dialog.

F ™
B8 Add new user ﬂ

Input user informaticon.

UserID : Admin *

Frrdrdiei *

Password :

Password again : ' *

First Mame: Andrew

Last Mame: Park

Email : andpark@mozart.com

Role: ‘Administrator | + *

Administrator account

Description:

| QK || Cancel |

o User ID : Enter the ID to be used to access to the server. (Mandatory)

» Password : Enter the password to be used to access to the server. (Mandatory)

o Password again : Re-enter the password entered in Password for validation.
(Mandatory)

 First Name : Enter the first name of the owner of the account. (Optional)

« Last Name : Enter the last(sir) name of the owner of the account. (Optional)

o Email : Enter the e-mail address of the owner of the account. (Optional)



» Role : Select the user role from the list. For more details regarding authorization please
refer to User Account and Authorization. (Mandatory)
 Description : Enter any additional information for the user account.

6. Click [OK] after entering all information.

Edit User Information

1. Select the server from Server Explorer to edit user credential.
2. Connect to the server with administrator account.

3. Double click on Users to activate Users tab.

4. Select the user to edit from the list, double click or click [Edit] button from the topside
menu bar.

e UserlD cannot be modified. In addition, the Role for default account 'sa' cannot be
modified.

o If the Password textbox is empty during modification, the previously set password will
be maintained.

Deleting Users

1. Select the server from Server Explorer to delete user credential.
2. Connect to the server with administrator account.

3. Double click on Users to activate Users tab.

4. Select the user account from the list and click [Remove] button to delete the user.

@ Default account 'sa' cannot be removed.



Managing Shortcut

Shortcut a method for MMC users to access server folder (Shortcut concept). The

Shortcuts are managed through Server Explorer.

Adding a Shortcut

1. In order to add a Shortcut, select a server node as the target to access.
2. Add a Shortcut by clicking [Add Shortcut] of pop-up menu or clicking icon at the top

of Server Explorer.
3. Input each item in New Shorcut dialog.

- h
atl Mew Shortcut ﬁ

Shortcut Mame: ModelFiles

Shortcut Directory: B

Description:

o Shortcut name : Shortcut ID. This is the name of displayed Shorcut.

» Shortcut Directory : Server folder that Shortcut is mapped on. Select a Server folder by
using [...] button at the right side. WorkingDirectory is the designated folder when
MOZART server is installed. Shourcut can be created only in Working Directory.



) "
a5l Browse Far Folder E@g
(=R S) WorkingDirectory

-1 Jobs
-l Logs
- Models
- Models2

[

Folder: s\ MozartServer,

New Folder ] I[}eluete Folder ] [ 0K ] [ —_

o Description : Description of Shortcut.

4. The created Shortcut can be accessed by executing [Open] command in pop-up menu or
double-clicking the shortcut. This is similar to Windows Explorer and the folders
subordinate to the correspond Shortcut can be explored.

-* Mozart Management Console LE.LJ

File Window Help

Server Explorer Jobs Triggers ModelFiles x

= e & & | \_}; - \__,J - ¥ i~ | D#MozartServersModelsw b ‘ f
gl Berver Explorer
B! My Computer (CHUMGE | Mame Date i Attributes

| iSimpleMfg 2015-01-19 11:14:56 —

. TestModel 2015-01-19 13:42:22 —

--[@ LogFiles
~{2] ModelFiles

Qutput
Output © General




Modifying a Shortcut

1. Select a target Shortcut that will be modified and execute [Edit Shortcut] in pop-up menu.

2. Modify input item when the above Shortcut is added. Modify the name and Directory, etc.

Deleting Shortcut

1. Select a target Shortcut that will be deleted and execute [Delete Shortcut] in pop-up menu

or click Shortcut delete icon in Server Explorer. Then, the Shortcut will be deleted.

Configuring Server default Shortcut

The shortcut information is designed to be set separately by each user and use PC .
However, if a Shortcut is shared in Server for common use by all MMC User, this can be
configured in Server. Refer to Installing MOZART Server/Configure Default Shortcut.



